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Status of This Meno
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O ficial Protocol Standards" (STD 1) for the standardization state
and status of this protocol. Distribution of this meno is unlimnited.

Abstract

In certain scenarios, there nay be a need to conbi ne severa
Generalized Miltiprotocol Label Switching (GVWPLS) Label Switched

Pat hs (LSPs) such that a single end-to-end (e2e) LSP is realized and
all traffic fromone constituent LSP is switched onto the next LSP
W will refer to this as "LSP stitching", the key requirenment being
that a constituent LSP not be allocated to nore than one e2e LSP
The constituent LSPs will be referred to as "LSP segnments” (S-LSPs).

Thi s docunent describes extensions to the existing GWLS signaling
protocol (Resource Reservation Protocol-Traffic Engi neering (RSVP-
TE)) to establish e2e LSPs created from S-LSPs, and descri bes how t he
LSPs can be managed using the GWLS signaling and routing protocols.

It may be possible to configure a GWLS node to switch the traffic
froman LSP for which it is the egress, to another LSP for which it
is the ingress, without requiring any signaling or routing extensions
what soever and such that the operation is conpletely transparent to
other nodes. This will also result in LSP stitching in the data

pl ane. However, this docunent does not cover this scenario of LSP
stitching.
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1. Introduction

A stitched Generalized Miultiprotocol Label Switching (GWLS) Traffic
Engi neering (TE) Label Switched Path (LSP) is built froma set of
different "LSP segnents" (S-LSPs) that are connected together in the
data plane in such a way that a single end-to-end LSP is realized in
the data plane. In this docunent, we define the concept of LSP
stitching and detail the control plane nechani snms and procedures
(routing and signaling) to acconplish this. Where applicable,
simlarities and differences between LSP hierarchy [ RFC4206] and LSP
stitching are highlighted. Signaling extensions required for LSP
stitching are al so described here.
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It may be possible to configure a GWLS node to switch the traffic
froman LSP for which it is the egress, to another LSP for which it
is the ingress, without requiring any signaling or routing extensions
what soever and such that the operation is conpletely transparent to
other nodes. This results in LSP stitching in the data plane, but
requi res managenent intervention at the node where the stitching is
performed. Wth the mechani smdescribed in this docunent, the node
perfornming the stitching does not require configuration of the pair
of S-LSPs to be stitched together. Also, LSP stitching as defined
here results in an end-to-end LSP both in the control and data

pl anes.

1.1. Conventions Used in This Docunent

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMVENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in RFC 2119 [ RFC2119].

2. Comparison with LSP Hierarchy

LSP hi erarchy ([ RFC4206]) provides signaling and routing procedures
so that:

a. A Herarchical LSP (HLSP) can be created. Such an LSP created in
one | ayer can appear as a data link to LSPs in higher layers. As
such, one or nore LSPs in a higher |ayer can traverse this H LSP
as a single hop; we call this "nesting".

b. An HLSP may be nmanaged and advertised (although this is not a
requirement) as a Traffic Engineering (TE) link. Advertising an
HLSP as a TE link allows other nodes in the TE domain in which it
is advertised to use this HLSP in path conputation. |If the HLSP
TE link is advertised in the same instance of control plane (TE
domain) in which the HLSP was provisioned, it is then defined as
a forwardi ng adj acency LSP (FA-LSP) and GWLS nodes can forma
forwardi ng adj acency (FA) over this FA-LSP. There is usually no
routi ng adj acency between end points of an FA. An HLSP nay al so
be advertised as a TElink in a different TE domain. |In this
case, the end points of the HHLSP are required to have a routing
adj acency between them

c. RSVP signaling ([RFC3473], [RFC3209]) for LSP setup can occur
bet ween nodes that do not have a routing adjacency.

In case of LSP stitching, instead of an HLSP, an LSP segnment (S-LSP)
is created between two GWLS nodes. An S-LSP for stitching is
considered to be the noral equivalent of an HLSP for nesting. An
S-LSP created in one |layer, unlike an HLSP, provides a data link to
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other LSPs in the same layer. Simlar to an HLSP, an S-LSP could be
managed and advertised, although it is not required, as a TE |i nk,
either in the sane TE domain as it was provisioned or a different

one. |If so advertised, other GVWLS nodes can use the correspondi ng
S-LSP TE link in path conmputation. While there is a forwarding

adj acency between end points of an HLSP TE link, there is no
forwardi ng adj acency between end points of an S LSP TE link. In this
aspect, an HLSP TE link nore closely resenbles a *basic’ TE link as
conpared to an S-LSP TE link

While LSP hierarchy allows nore than one LSP to be mapped to an H
LSP, in case of LSP stitching, at nobst one LSP nay be associated with
an S-LSP. Thus, if LSP-AB is an H LSP between nodes A and B, then
multiple LSPs, say LSP1, LSP2, and LSP3, can potentially be 'nested
into’ LSP-AB. This is achieved by exchangi ng a uni que | abel for each
of LSPl1l..3 over the LSP-AB hop, thereby separating the data
corresponding to each of LSP1..3 while traversing the H LSP LSP-AB.
Each of LSP1..3 may reserve some bandwi dth on LSP-AB. On the other
hand, if LSP-AB is an S-LSP, then at nobst one LSP, say LSP1, nay be
stitched to the S-LSP LSP-AB. LSP-AB is then dedicated to LSP1, and
no other LSPs can be associated with LSP-AB. The entire bandw dth on
S-LSP LSP-AB is allocated to LSP1. However, simlar to H LSPs,
several S-LSPs may be bundled into a TE link ([RFC4201]).

The LSPs LSP1..3 that are either nested or stitched into another LSP
are ternmed as e2e LSPs in the rest of this docunent. Routing
procedures specific to LSP stitching are detailed in Section 4.

Targeted (non-adjacent) RSVP signaling defined in [ RFC4206] is
required for LSP stitching of an e2e LSP to an S-LSP. Specific
extensions for LSP stitching are described in Section 5. 1.

Therefore, in the control plane, there is one RSVP session
corresponding to the e2e LSP as well as one for each S-LSP. The
creation and ternination of an S-LSP nay be dictated by

admi ni strative control (statically provisioned) or due to another

i nconming LSP request (dynamic). Triggers for dynam c creation of an
S-LSP nay be different fromthat of an HLSP and will be described in
detail in Section 3.1.

3. Usage

3.1. Triggers for LSP Segment Setup
An S-LSP nay be created either by admnistrative contro
(configuration trigger) or dynamcally due to an incomni ng LSP
request. LSP hierarchy ([ RFC4206]) defines one possible trigger for

dynamic creation of an FA-LSP by introducing the notion of LSP
regi ons based on Interface Switching Capabilities. As per [RFC4206],
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dynamic FA-LSP creation may be triggered on a node when an i ncomni ng
LSP request crosses region boundaries. However, this trigger MJST
NOT be used for creation of an S-LSP for LSP stitching as descri bed
in this docunent. 1In case of LSP stitching, the switching
capabilities of the previous hop and the next hop TE links MJST be
the same. Therefore, local policies configured on the node SHOULD be
used for dynamic creation of LSP segnments

O her possible triggers for dynamc creation of both HLSPs and S
LSPs i nclude cases where an e2e LSP nay cross domai n boundari es or
satisfy locally configured policies on the node as described in

[ RFC5151] .

3.2. Applications

LSP stitching procedures described in this docunent are applicable to
GWLS nodes that need to associate an e2e LSP with another S-LSP of
the sanme switching type and LSP hierarchy procedures do not apply.

For example, if an e2e | anbda LSP traverses an LSP segnment TE |ink
that is also | anbda-swi tch capable, then LSP hierarchy is not
possible; in this case, LSP switching nay be an option

LSP stitching procedures can be used for inter-donain TE LSP
signhaling to stitch an inter-donain e2e LSP to a |ocal intra-domain
TE S-LSP ([ RFC4726] and [ RFC5151]).

LSP stitching may al so be useful in networks to bypass | egacy nodes
that nay not have certain new capabilities in the control plane
and/or data plane. For exanple, one suggested usage in the case of
poi nt-to-mul ti point (P2MP) RSVP LSPs ([ RFC4875]) is the use of LSP
stitching to stitch a P2MP RSVP LSP to an LSP segnment between P2MP-
capabl e Label Switching Routers (LSRs) in the network. The LSP
segnent would traverse | egacy LSRs that may be incapable of acting as
P2MP branch points, thereby shielding themfromthe P2MP control and
data path. Note, however, that such configuration may linmt the
attracti veness of RSVP P2MP and shoul d carefully be exam ned before
depl oynent .

4. Routing Aspects

An S-LSP is created between two GWLS nodes, and it may traverse zero
or nore internediate GVWPLS nodes. There is no forwarding adj acency
between the end points of an S-LSP TE link. So although in the TE

t opol ogy, the end points of an S-LSP TE link are adjacent, in the
data pl ane, these nodes do not have an adjacency. Hence, any data

pl ane resource identifier between these nodes is al so neaningl ess.
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The traffic that arrives at the head end of the S-LSP is switched
into the S-LSP contiguously with a | abel swap, and no | abel is
associ ated directly between the end nodes of the S-LSP itself.

An S-LSP MAY be treated and nanaged as a TE link. This TE |ink MAY
be nunbered or unnunbered. For an unnunbered S-LSP TE |ink, the
schenmes for assignnent and handling of the local and renpte link
identifiers as specified in [RFC3477] SHOULD be used. Wen
appropriate, the TE informati on associated with an S-LSP TE |i nk MAY
be flooded via | SIS TE [ RFC4205] or OSPF-TE [ RFC4203]. Mechani sns
simlar to that for regular (basic) TE |inks SHOULD be used to fl ood
S-LSP TE links. Advertising or flooding the S-LSP TE link is not a
requirement for LSP stitching. |If advertised, this TE information
will exist in the TE database (TED) and can then be used for path
comput ati on by other GWPLS nodes in the TE domain in which it is
advertised. Wien so advertising S-LSPs, one should keep in mnd that
these add to the size and conplexity of the |link-state database.

If an S-LSP is advertised as a TE link in the same TE domain in which
it was provisioned, there is no need for a routing adjacency between

end points of this S-LSP TE link. |If an S LSP TE link is advertised

in adifferent TE domain, the end points of that TE |ink SHOULD have

a routing adjacency between them

The TE paraneters defined for an FA in [ RFC4206] SHOULD be used for
an S-LSP TE link as well. The switching capability of an S-LSP TE
link MJUST be equal to the switching type of the underlying S-LSP
i.e., an S-LSP TE link provides a data link to other LSPs in the same
| ayer, so no hierarchy is possible.

An S-LSP MJUST NOT admt npre than one e2e LSP into it. |If an S-LSP
is allocated to an e2e LSP, the unreserved bandw dth SHOULD be set to
zero to prevent further e2e LSPs frombeing adnmtted into the S-LSP

Mul tiple S-LSPs between the sane pair of nodes MAY be bundl ed using
t he concept of Link Bundling ([ RFC4201]) into a single TE link. In
this case, each conponent S-LSP may be allocated to at npbst one e2e
LSP. When any conponent S-LSP is allocated for an e2e LSP, the
conmponent’ s unreserved bandw dth SHOULD be set to zero and the

M ni mum and Maxi mum LSP bandwi dth of the TE |ink SHOULD be

recal culated. This will prevent nore than one LSP from being
computed and admitted over an S-LSP

5. Signaling Aspects
The end nodes of an S-LSP nay or may not have a routing adjacency.

However, they SHOULD have a signaling adjacency (RSVP nei ghbor
relationship) and will exchange RSVP nessages with each other. It
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may, in fact, be desirable to exchange RSVP Hell os directly between
the LSP segnent end points to allow support for state recovery during
G aceful Restart procedures as described in [RFC3473].

In order to signal an e2e LSP over an LSP segnent, signaling
procedures described in Section 8.1.1 of [RFC4206] MJST be used.
Addi ti onal signaling extensions for stitching are described in the
next section.

5.1. RSVP-TE Signaling Extensions

The signaling extensions described here MIUST be used for stitching an
e2e packet or non-packet GWLS LSP ([ RFC3473]) to an S-LSP

Stitching an e2e LSP to an LSP segnent involves the follow ng two-
step process:

1. Creating and preparing the S-LSP for stitching by signaling the
desire to stitch between end points of the S-LSP; and

2. Stitching the e2e LSP to the S-LSP
5.1.1. Creating and Preparing an LSP Segnment for Stitching

If a GWLS node desires to create an S-LSP, i.e., one to be used for
stitching, then it MJST indicate this in the Path nessage for the S
LSP. This signaling explicitly informs the S-LSP egress node that
the ingress node is planning to performstitching over the S LSP.
Since an S-LSP is not conceptually different fromany other LSP
explicitly signaling 'LSP stitching desired’ helps clarify the data
pl ane actions to be carried out when the S-LSP is used by sone other
e2e LSP. Also, in the case of packet LSPs, this is what allows the
egress of the S-LSP to carry out | abel allocation as expl ai ned bel ow.
Al so, so that the head-end node can ensure that correct stitching
actions will be carried out at the egress node, the egress node MJST
signal this informati on back to the head-end node in the Resv, as
expl ai ned bel ow.

In order to request LSP stitching on the S-LSP, we define a new bit
in the Attributes Flags TLV of the LSP_ATTRI BUTES obj ect defined in
[ RFC4420] :

LSP stitching desired bit - This bit SHOULD be set in the Attributes
Flags TLV of the LSP_ATTRI BUTES object in the Path nessage for the
S-LSP by the head end of the S-LSP that desires LSP stitching. This
bit MJST NOT be nodified by any other nodes in the network. Nodes
ot her than the egress of the S-LSP SHOULD ignore this bit. The bit
nunber for this flag is defined in Section 7.1.
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An LSP segnment can be used for stitching only if the egress node of
the S-LSP is also ready to participate in stitching. 1In order to
indicate this to the head-end node of the S-LSP, the followi ng new
bit is defined in the Flags field of the Record Route object (RRO
Attributes subobject: "LSP segnent stitching ready". The bit nunber
for this flag is defined in Section 7.1.

If an egress node of the S-LSP receiving the Path nessage supports
the LSP_ATTRI BUTES object and the Attributes Flags TLV, and al so
recogni zes the "LSP stitching desired" bit, but cannot support the
requested stitching behavior, then it MJST send back a Pat hErr
nmessage with an error code of "Routing Problem and an error val ue of
"Stitching unsupported” to the head-end node of the S-LSP. The new
error value is defined in Section 7. 2.

If an egress node receiving a Path nmessage with the "LSP stitching
desired" bit set in the Flags field of received LSP_ATTRI BUTES obj ect
recogni zes the object, the TLV TLV, and the bit and al so supports the
desired stitching behavior, then it MJST allocate a non-NULL | abe

for that S-LSP in the correspondi ng Resv nessage. Also, so that the
head- end node can ensure that the correct |abel (forwarding) actions
will be carried out by the egress node and that the S-LSP can be used
for stitching, the egress node MJST set the "LSP segnment stitching
ready" bit defined in the Flags field of the RRO Attri bute subobject.

Finally, if the egress node for the S-LSP supports the LSP_ATTRI BUTES
obj ect but does not recognize the Attributes Flags TLV, or supports
the TLV as well but does not recognize this particular bit, then it
SHOULD si nply ignore the above request.

An ingress node requesting LSP stitching MIST exam ne the RRO
Attributes subobject Flags corresponding to the egress node for the
S-LSP, to nake sure that stitching actions are carried out at the
egress node. It MJST NOT use the S-LSP for stitching if the "LSP
segnent stitching ready" bit is cleared.

5.1.1.1. Steps to Support Penultimte Hop Popping

Note that this section is only applicable to packet LSPs that use
Penul ti mat e Hop Popping (PHP) at the |last hop, where the egress node
distributes the Inplicit NULL Label ([RFC3032]) in the Resv Label
These steps MJST NOT be used for a non-packet LSP and for packet LSPs
where PHP is not desired.

When t he egress node of a packet S-LSP receives a Path nmessage for an
e2e LSP that uses the S-LSP, the egress of the S-LSP SHOULD first
check to see if it is also the egress of the e2e LSP. |If the egress
node is the egress for both the S LSP and the e2e TE LSP, and this is
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a packet LSP that requires PHP, then the node MJST send back a Resv
trigger nmessage for the S-LSP with a new | abel corresponding to the
Inplicit or Explicit NULL Label. Note that this operation does not
cause any traffic disruption because the S-LSP is not carrying any
traffic at this tine, since the e2e LSP has not yet been establi shed.

If the e2e LSP and the S-LSP are bidirectional, the ingress of the
e2e LSP SHOULD first check whether it is also the ingress of the S-
LSP. If so, it SHOULD re-issue the Path nessage for the S-LSP with
an Inplicit or Explicit NULL Upstream Label, and only then proceed
with the signaling of the e2e LSP

5.1.2. Stitching the e2e LSP to the LSP Segnent

Wien a GWLS node receives an e2e LSP request, depending on the
applicable trigger, it may either dynamically create an S-LSP based
on procedures described above or nap an e2e LSP to an existing S LSP.
The switching type in the CGeneralized Label Request of the e2e LSP
MJUST be equal to the switching type of the S LSP. Oher constraints
like the explicit path encoded in the Explicit Route object (ERO),
bandwi dt h, and | ocal TE policies MJST al so be used for S-LSP

sel ection or signaling. 1In either case, once an S-LSP has been

sel ected for an e2e LSP, the follow ng procedures MJUST be followed in
order to stitch an e2e LSP to an S-LSP

The GVPLS node receiving the e2e LSP setup Path nessage MJST use the
signaling procedures described in [RFC4206] to send the Path nessage
to the end point of the S-LSP. In this Path nessage, the node MJST
identify the S-LSP in the RSVP_HOP. An egress node receiving this
RSVP_HOP shoul d al so be able to identify the S LSP TE |ink based on
the information signaled in the RSVP_HOP. |If the S-LSP TE link is
nunbered, then the addressi ng schene as proposed in [ RFC4206] SHOULD
be used to nunmber the S-LSP TE link. If the S-LSP TE link is
unnunbered, then any of the schenmes proposed in [ RFC3477] SHOULD be
used to exchange S-LSP TE link identifiers between the S-LSP end
points. If the TEIlink is bundled, the RSVP_HOP SHOULD identify the
conponent |ink as defined in [ RFC4201].

In case of a bidirectional e2e TE LSP, an Upstream Label MJST be
sighaled in the Path nmessage for the e2e LSP over the S-LSP hop
However, since there is no forwardi ng adj acency between the S-LSP end
poi nts, any | abel exchanged between them has no significance. So the
node MAY chose any | abel value for the Upstream Label. The | abel

val ue chosen and signal ed by the node in the Upstream Label is out of
the scope of this docunent and is specific to the inplenmentation on
that node. The egress node receiving this Path nmessage MJST ignore
the Upstream Label in the Path nmessage over the S LSP hop
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The egress node receiving this Path nmessage MJST signal a Label in
the Resv nessage for the e2e TE LSP over the S-LSP hop. Again, since
there is no forwardi ng adj acency between the egress and ingress S-LSP
nodes, any | abel exchanged between themis meani ngless. So the
egress node MAY choose any | abel value for the Label. The | abel

val ue chosen and signal ed by the egress node is out of the scope of
this docunent and is specific to the inplenmentation on the egress
node. The egress S-LSP node SHOULD al so carry out data pl ane
operations so that traffic coning in on the S-LSP is switched over to
the e2e LSP downstream if the egress of the e2e LSP is sone ot her
node downstream |If the e2e LSP is bidirectional, this nmeans setting
up label switching in both directions. The Resv nessage fromthe
egress S-LSP node is | P routed back to the previous hop (ingress of
the S-LSP). The ingress node stitching an e2e TE LSP to an S-LSP
MJST i gnore the Label object received in the Resv for the e2e TE LSP
over the S-LSP hop. The S-LSP ingress node SHOULD al so carry out
data pl ane operations so that traffic conming in on the e2e LSP is
switched into the S-LSP. It should also carry out actions to handle
traffic in the opposite direction if the e2e LSP is bidirectional

Note that the |abel exchange procedure for LSP stitching on the S-LSP
hop is simlar to that for LSP hierarchy over the HLSP hop. The
difference is the lack of the significance of this |abel between the
S-LSP end points in case of stitching. Therefore, in case of
stitching, the recipients of the Label/Upstream Label MJST NOT
process these | abels. Also, at npst one e2e LSP is associated with
one S-LSP. If a node at the head end of an S-LSP receives a Path
nmessage for an e2e LSP that identifies the S-LSP in the ERO and the
S-LSP bandwi dth has al ready been allocated to sone other LSP, then
regul ar rules of RSVP-TE pre-enption apply to resolve contention for
S-LSP bandwidth. [|f the LSP request over the S-LSP cannot be
satisfied, then the node SHOULD send back a PathErr with the error
codes as described in [ RFC3209].

5.1.3. RRO Processing for e2e LSPs

RRO procedures for the S-LSP specific to LSP stitching are already
described in Section 5.1.1. In this section, we will look at the RRO
processing for the e2e LSP over the S LSP hop

An e2e LSP traversing an S-LSP SHOULD record in the RRO for that hop
an identifier corresponding to the S-LSP TE link. This is applicable
to both Path and Resv nessages over the S-LSP hop. |If the S-LSPis
nunbered, then the I Pv4 or | Pv6 address subobject ([RFC3209]) SHOULD
be used to record the S-LSP TE |link address. If the S LSPis
unnunbered, then the Unnunbered Interface |ID subobject as described
in [RFC3477] SHOULD be used to record the node’s Router |ID and
Interface ID of the S-LSP TE link. |In either case, the RRO subobject
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5.

5.

1.

1.

SHOULD identify the S-LSP TE Iink end point. Internediate |inks or
nodes traversed by the S-LSP itself SHOULD NOT be recorded in the RRO
for the e2e LSP over the S-LSP hop

4. Teardown of LSP Segnents

S-LSP teardown follows the standard procedures defined in [ RFC3209]
and [RFC3473]. This includes procedures without and with setting the
adm ni strative status. Teardown of S-LSP may be initiated by the

i ngress, egress, or any other node along the S LSP path.

Del etion/teardown of the S-LSP SHOULD be treated as a failure event
for the e2e LSP associated with it, and correspondi ng t eardown or
recovery procedures SHOULD be triggered for the e2e LSP. 1In case of
S-LSP teardown for nmintenance purpose, the S-LSP ingress node MAY
treat this to be equivalent to adm nistratively shutting down a TE
link along the e2e LSP path and take correspondi ng actions to notify
the ingress of this event. The actual signaling procedures to handle
this event is out of the scope of this docunent.

5. Teardown of e2e LSPs

e2e LSP teardown al so foll ows standard procedures defined in

[ RFC3209] and [RFC3473] either without or with the adm nistrative
status. Note, however, that teardown procedures of e2e LSP and of
S-LSP are independent of each other. So it is possible that while
one LSP follows graceful teardown with adm nistrative status, the
other LSP is torn down w thout adm nistrative status (using

Pat hTear/ ResvTear/ PathErr with state renoval).

When an e2e LSP teardown is initiated fromthe head end, and a

Pat hTear arrives at the GWLS stitching node, the PathTear nessage
like the Path nessage MJST be IP routed to the LSP segnment egress
node with the destination | P address of the Path nmessage set to the
address of the S-LSP end node. Router Alert MJST be off and RSVP
Time to Live (TTL) check MJST be di sabl ed on the receiving node.

Pat hTear will result in deletion of RSVP states corresponding to the
e2e LSP and freeing of |abel allocations and bandw dth reservations
on the S-LSP. The unreserved bandwi dth on the S-LSP TE |ink SHOULD
be readj ust ed.

Simlarly, a teardown of the e2e LSP may be initiated fromthe tai
end either using a ResvTear or a PathErr with state renoval. The
egress of the S-LSP MUST propagate the ResvTear/ Pat hErr upstream and
MJST use | P addressing to target the ingress of the LSP segnent.

G aceful LSP teardown using ADM N_STATUS as described in [RFC3473] is
al so applicable to stitched LSPs.
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If the S-LSP was statically provisioned, tearing down of an e2e LSP
MAY not result in tearing down of the S-LSP. |[If, however, the S-LSP
was dynam cally set up due to the e2e LSP setup request, then
dependi ng on local policy, the S-LSP MAY be torn down if no e2e LSP
is utilizing the S LSP. Although the S-LSP nay be torn down while
the e2e LSP is being torn down, it is RECOMENDED that a delay be
introduced in tearing down the S-LSP once the e2e LSP teardown is
conplete, in order to reduce the sinultaneous generation of RSVP
errors and teardown nessages due to multiple events. The del ay
interval may be set based on |ocal inplenentation. The RECOVVENDED
interval is 30 seconds.

5.2. Sunmary of LSP Stitching Procedures
5.2.1. Exanpl e Topol ogy

The followi ng topology will be used for the purpose of exanples
qgquoted in the foll ow ng sections.

e2e LSP
++++++++++ bbb+ H4> (LSPL- 2)

LSP segnent (S-LSP)

s s e e e ( L SP- AB)
C--- E--- G
I\ AL
/N R T A A
RL---- A\ | \ |/ | /B---R
\ \ |/ |/
D--- F--- H
PATH
—=======—==—=—=—=—=—=—=—=—=—==> (LSP stitchi ng desi red)
RESV
<==================== (LSP segnent stitching ready)

PATH (Upstream Label)
++++++++++++H
+++++++ ++++++>
<++++++ +++++++
++++++++++++H

RESV (Label)
5.2.2. LSP Segnment Setup
Let us consider an S-LSP LSP-AB being set up between two nodes A and

B that are nore than one hop away. Node A sends a Path nessage for
the LSP-AB with "LSP stitching desired" set in the Flags field of the
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LSP_ATTRI BUTES object. |If the egress node Bis ready to carry out
stitching procedures, then B will respond with "LSP segnent stitching
ready" set in the Flags field of the RRO Attri butes subobject, in the
RRO sent in the Resv for the S-LSP. Once A receives the Resv for
LSP- AB and sees this bit set in the RRO it can then use LSP-AB for
stitching. Node A cannot use LSP-AB for stitching if the bit is
cleared in the RRO

5.2.3. Setup of an e2e LSP

Let us consider an e2e LSP LSP1-2 starting one hop before A on Rl and
endi ng on node R2, as shown above. |If the S-LSP has been advertised
as a TElink in the TE domain, and Rl and A are in the sane donmai n,
then R1 may conpute a path for LSP1-2 over the S-LSP LSP-AB and
identify the LSP-AB hop in the ERO. If not, RL nay conpute hops
between A and B and A may use these ERO hops for S-LSP sel ection or

signaling a new S-LSP. If Rl and A are in different domains, then
LSP1-2 is an inter-domain LSP. In this case, S-LSP LSP-AB, simlar
to any other basic TE link in the domain, will not be advertised

outside the domain. Rl would use either per-donain path conputation
([ RFC5152]) or PCE-based conputation ([ RFC4655]) for LSP1-2.

5.2.4. Stitching of an e2e LSP into an LSP Segment

When the Path nmessage for the e2e LSP LSP1-2 arrives at node A A

mat ches the switching type of LSP1-2 with the S-LSP LSP-AB. If the
switching types are not equal, then LSP-AB cannot be used to stitch
LSP1-2. Once the S-LSP LSP-AB to which LSP1-2 will be stitched has
been determ ned, the Path nessage for LSP1-2 is sent (via IP routing,
if needed) to node Bwith the IF_ID RSVP_HOP identifying the S LSP
LSP- AB. \Wen B receives this Path nessage for LSP1-2, if Bis also
the egress for LSP1-2, and if this is a packet LSP requiring PHP
then Bwill send a Resv refresh for LSP-AB with the NULL Label. 1In
this case, since Bis not the egress, the Path nessage for LSP1-2 is
propagated to R2. The Resv for LSP1-2 fromB is sent back to A wth
a Label value chosen by B. B also sets up its data plane to swap the
Label sent to either Gor Hon the S-LSP with the Label received from
R2. Node A ignores the Label on receipt of the Resv nessage and then
propagates the Resv to Rl. A also sets up its data plane to swap the
Label sent to RL with the Label received on the S-LSP from C or D.
This stitches the e2e LSP LSP1-2 to an S-LSP LSP- AB bet ween nodes A
and B. In the data plane, this yields a series of |abel swaps from
Rl to R2 along e2e LSP LSP1-2.
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6. Security Considerations

From a security point of view, the changes introduced in this
docunent nodel the changes introduced by [ RFC4206]. That is, the
control interface over which RSVP nessages are sent or received need
not be the sane as the data interface that the nmessage identifies for
switching traffic. But the capability for this function was

i ntroduced in [ RFC3473] to support the concept of out-of-fiber
control channels, so there is nothing newin this concept for
signhaling or security.

The application of this facility neans that the "sending interface"
or "receiving interface" may change as routing changes. So these

i nterfaces cannot be used to establish security associations between
nei ghbors, and security associations MJST be bound to the

comuni cati ng nei ghbors thensel ves.

[ RFC2747] provides a solution to this issue: in Section 2.1, under
"Key ldentifier", an IP address is a valid identifier for the sending
(and by anal ogy, receiving) interface. Since RSVP nessages for a
given LSP are sent to an | P address that identifies the next/previous
hop for the LSP, one can replace all occurrences of ’sending
[receiving] interface’ with 'receiver’s [sender’s] |P address’
(respectively). For exanple, in Section 4, third paragraph, instead
of :

"Each sender SHOULD have distinct security associations (and keys)
per secured sending interface (or LIH. ... At the sender,
security association selection is based on the interface through
whi ch the nmessage is sent."

it should read:

"Each sender SHOULD have distinct security associations (and keys)
per secured receiver's |IP address. ... At the sender, security
associ ation selection is based on the |IP address to which the
nmessage i s sent."

Thus, the mechani sns of [ RFC2747] can be used unchanged to establish
security associ ations between control plane nei ghbors.

This docunent allows the | P destination address of Path and Pat hTear
nmessages to be the I P address of a next hop node (receiver’s address)
i nstead of the RSVP session destination address. This neans that the
use of the | Psec Authentication Header (AH) (ruled out in [RFC2747]
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because RSVP nessages were encapsulated in | P packets addressed to
the ultimate destination of the Path or PathTear nessages) is now
perfectly applicable, and standard |Psec procedures can be used to
secure the nessage exchanges.
An anal ysis of GWLS security issues can be found in [ MPLS- SEC].

7. 1 ANA Consi derati ons
| ANA has made the follow ng codepoint allocations for this docunent.

7.1. Attribute Flags for LSP_ATTRI BUTES Obj ect

The "RSVP TE Paraneters" registry includes the "Attributes Fl ags"
sub-registry.

| ANA has allocated the following new bit (5) defined for the
Attributes Flags TLV in the LSP_ATTRI BUTES obj ect.

LSP stitching bit - Bit Nunber 5

This bit is only to be used in the Attributes Flags TLV on a Path
nessage.

The "LSP stitching desired” bit has a correspondi ng ' LSP segnent
stitching ready’ bit (Bit Nunmber 5) to be used in the RRO Attri butes
subobj ect.

The followi ng text has been includuded in the registry:

Bit | Nane | Attribute | Path | RRO | Reference
No | | Flags Path | Flags Resv | |

e e e e ioooo- Fomm e oo oo oo - Fomm oo oo - F--- - - o m oo oo -
5 LSP stitching desired Yes No Yes [ RFC5150]

7.2. New Error Codes
The "Resource ReSerVation Protocol (RSVP) Paraneters" registry
i ncludes the "Error Codes and d obal | y-Defined Error Val ue Sub- Codes"
sub-registry.

| ANA has assigned a new error sub-code (30) under the RSVP error-code
"Routing Problent (24).

This error code (30) is to be used only in an RSVP Pat hErr.
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The followi ng text has been included in the registry:
24 Routing Problem [ RFC3209]
30 = Stitching unsupported [RFC5150]
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