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Status of This Meno

This meno defines an Experinental Protocol for the Internet
community. It does not specify an Internet standard of any ki nd.
Di scussi on and suggestions for inprovenent are requested.
Distribution of this nmeno is unlimnmted.

| ESG Not e

The follow ng i ssues describe | ESG concerns about this docunent. The
| ESG expects that these issues will be addressed when future versions
of H P are designed.

Thi s docunent doesn’t currently define support for paraneterized
(random zed) hashing in signatures, support for negotiation of a key
derivation function, or support for conbined encryption nodes.

H P defines the usage of RSA in signing and encrypting data. Current
reconmendat i ons propose usage of, for exanple, RSA OAEP/ PSS for these
operations in new protocols. Changing the algorithnms to nore current
best practice should be considered.

The current specification is currently using HVAC for nessage

aut hentication. This is considered to be acceptable for an
experimental RFC, but future versions nust define a nore generic
nmet hod for nessage authentication, including the ability for other
MAC al gorithms to be used.

SHA-1 is no longer a preferred hashing algorithm This is noted al so
by the authors, and it is understood that future, non-experinenta
versions nmust consider nore secure hashing al gorithns.

H P requires that an incom ng packet’s |IP address be ignored. 1In

sinpl e cases this can be done, but when there are security policies
based on inconming interface or I P address rules, the situation
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changes. The handling of data needs to be enhanced to cover
different types of network and security configurations, as well as to
nmeet | ocal security policies.

Abstract

This nenp specifies the details of the Host ldentity Protocol (HI P)
H P al |l ows consenting hosts to securely establish and nmaintain shared
| P-l1 ayer state, allowi ng separation of the identifier and | ocator
roles of | P addresses, thereby enabling continuity of comunications
across | P address changes. H P is based on a Sigma-conpliant Diffie-
Hel | man key exchange, using public key identifiers froma new Host
Identity nanespace for nutual peer authentication. The protocol is
designed to be resistant to denial-of-service (DoS) and man-in-the-
mddle (MtM attacks. Wen used together with another suitable
security protocol, such as the Encapsul ated Security Payl oad (ESP),
it provides integrity protection and optional encryption for upper-

| ayer protocols, such as TCP and UDP
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1.

1.

| nt roducti on

This nenp specifies the details of the Host ldentity Protocol (HI P)
A high-level description of the protocol and the underlying
architectural thinking is available in the separate H P architecture
description [ RFC4423]. Briefly, the H P architecture proposes an
alternative to the dual use of |IP addresses as "locators" (routing

| abel s) and "identifiers" (endpoint, or host, identifiers). In HP,
public cryptographic keys, of a public/private key pair, are used as
Host ldentifiers, to which higher |ayer protocols are bound instead
of an I P address. By using public keys (and their representations)
as host identifiers, dynam c changes to |IP address sets can be
directly authenticated between hosts, and if desired, strong

aut henti cati on between hosts at the TCP/IP stack | evel can be
obt ai ned.

This neno specifies the base H P protocol ("base exchange") used

bet ween hosts to establish an | P-l1ayer comuni cati ons context, called
H P association, prior to comunications. It also defines a packet
format and procedures for updating an active H P association. O her
el enents of the HIP architecture are specified in other docunents,
such as.

0 "Using the Encapsul ating Security Payl oad (ESP) Transport For mat
with the Host ldentity Protocol (H P)" [RFC5202]: how to use the
Encapsul ating Security Payload (ESP) for integrity protection and
opti onal encryption

0 "End-Host Mbility and Multihoming with the Host Identity
Protocol " [RFC5206]: how to support nobility and nultihoming in
H P

0 "Host ldentity Protocol (H P) Donain Name System (DNS) Extensions"
[ RFC5205]: how to extend DNS to contain Host ldentity information

0 "Host ldentity Protocol (H P) Rendezvous Extension" [RFC5204]:
usi ng a rendezvous nmechanismto contact nobile H P hosts

A New Nanespace and ldentifiers

The Host Identity Protocol introduces a new nanmespace, the Host
| dentity nanmespace. Sone ramfications of this new namespace are
explained in the H P architecture description [ RFC4423].

There are two main representations of the Host Identity, the full
Host ldentifier (H') and the Host ldentity Tag (HIT). The H is a
public key and directly represents the lIdentity. Since there are
different public key algorithnms that can be used with different key
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lengths, the H is not good for use as a packet identifier, or as an
i ndex into the various operational tables needed to support HI P.
Consequently, a hash of the H, the Host ldentity Tag (HI T), becones
the operational representation. It is 128 bits long and is used in
the H P payl oads and to index the corresponding state in the end
hosts. The HI T has an inportant security property in that it is
self-certifying (see Section 3).

1.2. The H P Base Exchange

The HI P base exchange is a two-party cryptographic protocol used to
establ i sh communi cati ons context between hosts. The base exchange is
a Sigma-conpliant [ KRAO3] four-packet exchange. The first party is
called the Initiator and the second party the Responder. The four-
packet design helps to nake HIP DoS resilient. The protoco

exchanges Diffie-Hellman keys in the 2nd and 3rd packets, and

aut henticates the parties in the 3rd and 4th packets. Additionally,
the Responder starts a puzzle exchange in the 2nd packet, with the
Initiator conpleting it in the 3rd packet before the Responder stores
any state fromthe exchange.

The exchange can use the Diffie-Hellman output to encrypt the Host
Identity of the Initiator in the 3rd packet (although Aura, et al.

[ AURO3] notes that such operation nay interfere with packet-

i nspecting m ddl eboxes), or the Host ldentity nmay instead be sent
unencrypted. The Responder’s Host ldentity is not protected. It
shoul d be noted, however, that both the Initiator’s and the
Responder’s H Ts are transported as such (in cleartext) in the
packets, allow ng an eavesdropper with a priori know edge about the
parties to verify their identities.

Dat a packets start to flow after the 4th packet. The 3rd and 4th H P
packets nay carry a data payload in the future. However, the details
of this are to be defined |later as nore inplenentation experience is
gai ned.

An existing H P association can be updated using the update nechani sm
defined in this docunment, and when the association is no |onger
needed, it can be closed using the defined cl osi ng nechani sm

Finally, HHP is designed as an end-to-end authenticati on and key
establ i shment protocol, to be used with Encapsul ated Security Payl oad
(ESP) [RFC5202] and other end-to-end security protocols. The base
protocol does not cover all the fine-grained policy control found in
I nternet Key Exchange (IKE) [RFC4306] that allows IKE to support
conpl ex gateway policies. Thus, HPis not a replacenent for |IKE.
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1. 3. Meno Structure

The rest of this nmenop is structured as follows. Section 2 defines
the central keywords, notation, and terns used throughout the rest of
the docunment. Section 3 defines the structure of the Host ldentity
and its various representations. Section 4 gives an overview of the
H P base exchange protocol. Sections 5 and 6 define the detail
packet formats and rules for packet processing. Finally, Sections 7,
8, and 9 discuss policy, security, and | ANA consi derati ons,
respectively.

2. Terms and Definitions

2.1. Requirenents Term nol ogy
The key words "MJST", "MJST NOT", "REQU RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMVENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in RFC 2119 [ RFC2119].

2.2. Notation

[ X] i ndicates that x is optional

{x} indicates that x is encrypted.

X(y) indicates that y is a paraneter of X
<X>i indicates that x exists i tines.

--> signifies "lInitiator to Responder" conmunication (requests).
<-- signifies "Responder to Initiator" comrunication (replies).

| signifies concatenation of information-- e.g., X | Y is the
concatenation of X with Y.

Ltrunc (SHA-1(), K) denotes the | owest order K bits of the SHA-1
result.

2.3. Definitions
Unused Association Lifetinme (UAL): I mpl emrent ati on-specific tinme for
which, if no packet is sent or received for this tine interval, a
host MAY begin to tear down an active associ ation.

Maxi mum Segnent Lifetime (MSL): Maxi mumtime that a TCP segment is
expected to spend in the network.
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Exchange Conplete (EQ): Time that the host spends at the R2- SENT
before it noves to ESTABLI SHED state. The tinme is n * |2
retransm ssion tineout, where n is about |2_RETRI ES_MAX.

H T Hash Al gorithm Hash al gorithm used to generate a Host ldentity
Tag (HHT) fromthe Host Identity public key. Currently SHA-1
[ FI PS95] is used.

Responder’s H T Hash Al gorithm ( RHASH) : Hash al gorithm used for
various hash calculations in this docunent. The algorithmis the
same as is used to generate the Responder’s HI'T. RHASH is defined
by the Orchid Context ID. For H P, the present RHASH algorithmis
defined in Section 3.2. A future version of H P may define a new
RHASH al gorithm by defining a new Context |D

Qpportuni stic node: H P base exchange where the Responder’s H T is
not known a priori to the Initiator

3. Host ldentifier (H) and Its Representations

In this section, the properties of the Host Identifier and Host
Identifier Tag are discussed, and the exact format for themis
defined. In H P, the public key of an asymmetric key pair is used as
the Host Identifier (H). Correspondingly, the host itself is
defined as the entity that holds the private key fromthe key pair.
See the H P architecture specification [RFC4423] for nore details
about the difference between an identity and the correspondi ng
identifier.

H P i npl enent ati ons MJST support the Rivest Shanir Adel man ( RSA/ SHA1)
[ RFC3110] public key algorithm and SHOULD support the Digital
Signature Algorithm (DSA) [ RFC2536] al gorithny other algorithns MAY
be supported.

A hashed encoding of the H, the Host Identity Tag (HIT), is used in
protocols to represent the Host ldentity. The H T is 128 bits |ong
and has the following three key properties: i) it is the same |length
as an | Pv6 address and can be used in address-sized fields in APIs

and protocols, ii) it is self-certifying (i.e., given a HT, it is
conputationally hard to find a Host Identity key that matches the

H T), and iii) the probability of H T collision between two hosts is
very | ow.

Carrying H's and HI Ts in the header of user data packets would

i ncrease the overhead of packets. Thus, it is not expected that they
are carried in every packet, but other nethods are used to map the
data packets to the corresponding Hi's. |n sone cases, this nmakes it
possible to use HI P without any additional headers in the user data
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packets. For exanmple, if ESP is used to protect data traffic, the
Security Parameter Index (SPI) carried in the ESP header can be used
to map the encrypted data packet to the correct H P association

3.1. Host ldentity Tag (HT)

The Host Identity Tag is a 128-bit value -- a hashed encodi ng of the
Host ldentifier. There are two advantages of using a hashed encoding
over the actual Host ldentity public key in protocols. Firstly, its
fixed length nmakes for easier protocol coding and al so better manages
the packet size cost of this technology. Secondly, it presents a
consistent fornat to the protocol whatever underlying identity
technol ogy is used.

RFC 4843 [ RFC4843] specifies 128-bit hash-based identifiers, called
Overl ay Routable Cryptographic Hash lIdentifiers (ORCH Ds). Their
prefix, allocated fromthe | Pv6 address block, is defined in

[ RFC4843]. The Host Identity Tag is a type of ORCH D, based on a
SHA-1 hash of the Host Identity, as defined in Section 2 of

[ RFC4843] .

3.2. Generating a HT froman H

The HI' T MJST be generated according to the ORCH D generation mnethod
described in [RFC4843] using a context ID value of OXFOEF FO2F BFF4
3DOF E793 0C3C 6E61 74EA (this tag val ue has been generated randoniy
by the editor of this specification), and an input that encodes the
Host ldentity field (see Section 5.2.8) present in a H P payl oad
packet. The hash algorithm SHA-1 has to be used when generating H Ts
with this context ID. If a new ORCH D hash algorithmis needed in
the future for H T generation, a new version of HP has to be
specified with a new ORCH D context |ID associated with the new hash
al gorithm

For ldentities that are either RSA or Digital Signature Al gorithm
(DSA) public keys, this input consists of the public key encoding as
specified in the correspondi ng DNSSEC docunent, taking the algorithm
specific portion of the RDATA part of the KEY RR  There are
currently only two defined public key algorithnms: RSA/ SHA1 and DSA.
Hence, either of the follow ng applies:

The RSA public key is encoded as defined in [ RFC3110] Section 2,
taki ng the exponent length (e_len), exponent (e), and nodul us (n)
fields concatenated. The length (n_len) of the nodulus (n) can be
determined fromthe total H Length and the preceding H fields

i ncluding the exponent (e). Thus, the data to be hashed has the
same length as the H. The fields MJST be encoded in network byte
order, as defined in [ RFC3110].
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The DSA public key is encoded as defined in [ RFC2536] Section 2,
taking the fields T, Q P, G and Y, concatenated. Thus, the data
to be hashed is 1 + 20 + 3 * 64 + 3 * 8 * T octets long, where T
is the size paraneter as defined in [ RFC2536]. The size paraneter
T, affecting the field I engths, MJST be selected as the m ni num
value that is long enough to accormbdate P, G and Y. The fields
MJUST be encoded in network byte order, as defined in [ RFC2536].

I n Appendi x B, the public key encoding process is illustrated using
pseudo- code.

4. Protocol Overview

The following material is an overview of the H P protocol operation
and does not contain all details of the packet fornmats or the packet
processing steps. Sections 5 and 6 describe in nore detail the
packet formats and packet processing steps, respectively, and are
normative in case of any conflicts with this section.

The protocol nunber 139 has been assigned by | ANA to the Host
I dentity Protocol

The HI P payl oad (Section 5.1) header could be carried in every IP
datagram However, since H P headers are relatively large (40
bytes), it is desirable to 'conpress’ the H P header so that the H P
header only occurs in control packets used to establish or change H P
associ ation state. The actual nethod for header ' conpression and
for matchi ng data packets with existing H P associations (if any) is
defined in separate docunents, describing transport formats and

met hods. Al H P inplenentations MIST inplenment, at mninum the ESP
transport format for H P [ RFC5202].

4.1. Creating a H P Association

By definition, the systeminitiating a H P exchange is the Initiator,
and the peer is the Responder. This distinction is forgotten once

t he base exchange conpl etes, and either party can becone the
Initiator in future communications.

The HI P base exchange serves to manage the establishnent of state
between an Initiator and a Responder. The first packet, |11,

initiates the exchange, and the | ast three packets, Rl, |12, and R2,
constitute an authenticated Diffie-Hellman [DI F76] key exchange for
session key generation. During the Diffie-Hellman key exchange, a

pi ece of keying material is generated. The H P association keys are
drawn fromthis keying material. |f other cryptographic keys are
needed, e.g., to be used with ESP, they are expected to be drawn from
t he sanme keying materi al
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The Initiator first sends a trigger packet, 11, to the Responder

The packet contains only the H'T of the Initiator and possibly the
H T of the Responder, if it is known. Note that in sonme cases it may
be possible to replace this trigger packet by sone other formof a
trigger, in which case the protocol starts with the Responder sendi ng
the Rl packet.

The second packet, Rl, starts the actual exchange. It contains a
puzzle -- a cryptographic challenge that the Initiator nmust solve
bef ore continuing the exchange. The level of difficulty of the
puzzl e can be adjusted based on |l evel of trust with the Initiator,
current | oad, or other factors. 1In addition, the RL contains the
initial Diffie-Hellman paraneters and a signature, covering part of
the nessage. Sone fields are left outside the signature to support
pre-created Rls.

In the 12 packet, the Initiator nust display the solution to the
recei ved puzzle. Wthout a correct solution, the 12 nessage is
discarded. The 12 also contains a Diffie-Hellnan paraneter that
carries needed information for the Responder. The packet is signed
by the sender.

The R2 packet finalizes the base exchange. The packet is signed.
The base exchange is illustrated below. The term"key" refers to the

Host ldentity public key, and "sig" represents a signature using such
a key. The packets contain other parameters not shown in this

figure.
Initiator Responder
I 1: trigger exchange
-------------------------- g sel ect preconputed Rl
Rl: puzzle, D-H Kkey, sig
check sig ST remai n statel ess

sol ve puzzle
|2: solution, D-H {key}, sig

__________________________ >
conpute D-H check puzzle
check sig
R2: sig
=
check sig conpute D-H
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4.1.1. H P Puzzle Mechani sm

The purpose of the H P puzzle nechanismis to protect the Responder
froma nunber of denial-of-service threats. It allows the Responder
to delay state creation until receiving 12. Furthernore, the puzzle
all ows the Responder to use a fairly cheap calculation to check that
the Initiator is "sincere" in the sense that it has churned CPU
cycles in solving the puzzle.

The puzzl e nechani sm has been explicitly designed to give space for

various inplenentation options. It allows a Responder inplenentation
to conpletely delay session-specific state creation until a valid |2
is received. In such a case, a correctly formatted |2 can be

rejected only once the Responder has checked its validity by
computi ng one hash function. On the other hand, the design also
all ows a Responder inplenentation to keep state about received I1s,
and match the received |2s against the state, thereby allow ng the
i npl erentation to avoid the conmputational cost of the hash function
The drawback of this latter approach is the requirenent of creating
state. Finally, it also allows an inplenmentation to use other

conbi nati ons of the space-saving and conputation-savi ng nechani sms.

The Responder can renmin statel ess and drop nost spoofed |2s because
puzzle calculation is based on the Initiator’s Host ldentity Tag.

The idea is that the Responder has a (perhaps varying) nunber of pre-
cal cul ated Rl packets, and it selects one of these based on the
information carried in I1. Wen the Responder then later receives
12, it can verify that the puzzle has been sol ved using the
Initiator’s HI'T. This nmakes it inpractical for the attacker to first
exchange one |1/ Rl1, and then generate a | arge nunber of spoofed |2s
that seemingly come fromdifferent H Ts. The method does not protect
froman attacker that uses fixed H Ts, though. Against such an
attacker a viable approach may be to create a piece of |local state,
and renmenber that the puzzle check has previously failed. See
Appendi x A for one possible inplenentation. |nplenentations SHOULD

i nclude sufficient randommess to the algorithmso that algorithmc
conpl exity attacks becone inpossible [ CRO03].

The Responder can set the puzzle difficulty for Initiator, based on
its level of trust of the Initiator. Because the puzzle is not
included in the signature cal cul ati on, the Responder can use pre-
cal cul ated R1 packets and include the puzzle just before sending the
Rl to the Initiator. The Responder SHOULD use heuristics to
determ ne when it is under a denial-of-service attack, and set the
puzzle difficulty value K appropriately; see bel ow
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4.1.2. Puzzl e Exchange

The Responder starts the puzzle exchange when it receives an |I1l. The

Responder supplies a random nunber |, and requires the Initiator to
find a nunber J. To select a proper J, the Initiator nust create the
concatenation of |, the H Ts of the parties, and J, and take a hash

over this concatenation using the RHASH al gorithm The | owest order
K bits of the result MIUST be zeros. The value K sets the difficulty
of the puzzle.

To generate a proper nunber J, the Initiator will have to generate a
nunber of Js until one produces the hash target of zeros. The
Initiator SHOULD give up after exceeding the puzzle lifetinme in the
PUZZLE paraneter (Section 5.2.4). The Responder needs to re-create
the concatenation of |, the H Ts, and the provided J, and conpute the
hash once to prove that the Initiator did its assigned task

To prevent preconputation attacks, the Responder MJST sel ect the
nunber | in such a way that the Initiator cannot guess it.
Furthernore, the construction MJUST allow the Responder to verify that
the val ue was indeed selected by it and not by the Initiator. See
Appendi x A for an exanple on how to inplenent this.

Usi ng the Opaque data field in an ECHO REQUEST_SI GNED

(Section 5.2.17) or in an ECHO REQUEST_UNSI GNED par anet er

(Section 5.2.18), the Responder can include sone data in Rl that the
Initiator nmust copy unnodified in the corresponding |2 packet. The
Responder can generate the Opaque data in various ways; e.g., using
some secret, the sent |, and possibly other related data. Using the
sane secret, the received | (fromthe 12), and the other related data
(if any), the Receiver can verify that it has itself sent the |l to
the Initiator. The Responder MJST periodically change such a used
secret.

It is RECOWENDED t hat the Responder generates a new puzzle and a new
Rl once every few mnutes. Furthernore, it is RECOMVENDED that the
Responder renenbers an old puzzle at |east 2*Lifetinme seconds after
the puzzl e has been deprecated. These tine values allow a sl ower
Initiator to solve the puzzle while limting the usability that an
ol d, solved puzzle has to an attacker.

NOTE: The protocol developers explicitly considered whether Rl should
include a tinestanp in order to protect the Initiator fromreplay
attacks. The decision was to NOT include a tinestanp.

NOTE: The protocol devel opers explicitly considered whether a nenory

bound function should be used for the puzzle instead of a CPU bound
function. The decision was not to use nenory-bound functions. At
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the tinme of the decision, the idea of menory-bound functions was
relatively new and their IPR status were unknown. Once there is nore
experience about menory-bound functions and once their |IPR status is
better known, it may be reasonable to reconsider this decision

4.1.3. Authenticated Diffie-Hellman Protoco

The packets R1l, 12, and R2 inplenment a standard authenticated D ffie-
Hel | man exchange. The Responder sends one or two public Diffie-
Hel | man keys and its public authentication key, i.e., its Host
Identity, in RL. The signature in RL allows the Initiator to verify
that the Rl has been once generated by the Responder. However, since
it is preconputed and therefore does not cover all of the packet, it
does not protect fromreplay attacks.

When the Initiator receives an Rl, it gets one or two public Diffie-

Hel | man val ues fromthe Responder. |If there are two values, it
selects the value corresponding to the strongest supported Goup ID
and conmputes the Diffie-Hellman session key (Kij). It creates a HP

associ ati on using keying material fromthe session key (see

Section 6.5), and may use the association to encrypt its public

aut hentication key, i.e., Host ldentity. The resulting |2 contains
the Initiator’'s Diffie-Hell man key and its (optionally encrypted)
public authentication key. The signature in |2 covers all of the
packet .

The Responder extracts the Initiator Diffie-Hellman public key from
the 12, conputes the Diffie-Hellman session key, creates a
correspondi ng H P associ ation, and decrypts the Initiator’s public
aut hentication key. It can then verify the signature using the

aut henti cati on key.

The final message, R2, is needed to protect the Initiator fromreplay
att acks.

4.1.4. HP Replay Protection

The HI P protocol includes the foll owi ng nmechani sns to protect agai nst
mal i ci ous replays. Responders are protected against replays of 11
packets by virtue of the statel ess response to I1s with presigned Rl
nmessages. Initiators are protected against Rl replays by a
nmonot oni cal Iy increasing "RL generation counter” included in the RL.
Responders are protected agai nst replays or false |2s by the puzzle
nmechani sm (Section 4.1.1 above), and optional use of opaque data.
Hosts are protected against replays to R2s and UPDATEs by use of a

| ess expensive HVAC verification preceding H P signature
verification.
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The Rl generation counter is a nmonotonically increasing 64-bit
counter that may be initialized to any value. The scope of the
counter MAY be systemw de but SHOULD be per Host Identity, if there
is nmore than one | ocal host identity. The value of this counter
SHOULD be kept across systemreboots and invocations of the H P base
exchange. This counter indicates the current generation of puzzles.
| mpl enent ati ons MJUST accept puzzles fromthe current generation and
MAY accept puzzles fromearlier generations. A systenis |ocal
counter MUST be increnented at |east as often as every tine old Rls
cease to be valid, and SHOULD never be decrenented, |est the host
expose its peers to the replay of previously generated, higher
nunbered Rls. The Rl counter SHOULD NOT roll over.

A host may receive nore than one Rl, either due to sending nultiple

| 1s (Section 6.6.1) or due to a replay of an old RL. Wen sending
multiple I'1ls, an Initiator SHOULD wait for a small amount of tine (a
reasonable time my be 2 * expected RTT) after the first RL reception
to allow possibly nmultiple Rls to arrive, and it SHOULD respond to an
R1 anbng the set with the | argest Rl generation counter. |If an
Initiator is processing an Rl or has already sent an 12 (still
waiting for R2) and it receives another RL with a larger Rl
generation counter, it MAY elect to restart Rl processing with the
fresher RL, as if it were the first RL to arrive.

Upon conclusion of an active H P association with another host, the
Rl generation counter associated with the peer host SHOULD be
flushed. A local policy MAY override the default flushing of Rl
counters on a per-H T basis. The reason for recomending the
flushing of this counter is that there may be hosts where the Rl
generation counter (occasionally) decreases; e.g., due to hardware
failure.

4.1.5. Refusing a H P Exchange

A H P-aware host may choose not to accept a H P exchange. |f the
host’s policy is to only be an Initiator, it should begin its ow H P
exchange. A host MAY choose to have such a policy since only the
Initiator’s H is protected in the exchange. There is a risk of a
race condition if each host's policy is to only be an Initiator, at
whi ch point the H P exchange will fail.

If the host’s policy does not pernit it to enter into a H P exchange
with the Initiator, it should send an | CVMP ' Destinati on Unreachabl e,
Adm nistratively Prohibited nmnmessage. A nore conplex H P packet is
not used here as it actually opens up nore potential DoS attacks than
a sinple | CVWP nessage.
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4.1.6. H P Opportunistic Mde

It is possible to initiate a H P negotiation even if the Responder’s
H (and HT) is unknown. In this case, the connection initializing
| 1 packet contains NULL (all zeros) as the destination HIT. This
ki nd of connection setup is called opportunistic node.

There are both security and APl issues involved with the
opportuni stic node.

G ven that the Responder’s H is not known by the Initiator, there
must be suitable APl calls that allow the Initiator to request,
directly or indirectly, that the underlying kernel initiate the H P
base exchange sol ely based on |l ocators. The Responder’s H will be
tentatively available in the RL packet, and in an authenticated form
once the R2 packet has been received and verified. Hence, it could
be comunicated to the application via new APl nmechani sns. However,
wi th a backwards-conpatible APl the application sees only the

| ocators used for the initial contact. Depending on the desired
semantics of the API, this can raise the follow ng issues:

0 The actual locators may | ater change if an UPDATE nessage i s used,

even if fromthe APl perspective the session still appears to be
bet ween specific |locators. The locator update is still secure,
however, and the session is still between the sanme nodes.

o Different sessions between the sane |locators may result in
connections to different nodes, if the inplenmentation no | onger
renenbers which identifier the peer had in another session. This
i s possible when the peer’s |ocator has changed for legitimte
reasons or when an attacker pretends to be a node that has the
peer’s |l ocator. Therefore, when using opportunistic node, H P
MUST NOT pl ace any expectation that the peer’s H returned in the
R1 nmessage natches any H previously seen fromthat address.

If the H P inplenmentati on and application do not have the samne
under st andi ng of what constitutes a session, this may even happen
within the sane session. For instance, an inplenmentation nay not
know when HI P state can be purged for UDP-based applications.

o As with all H P exchanges, the handling of |ocator-based or
i nterface-based policy is unclear for opportunistic node HHP. An
application may make a connection to a specific |ocator because
the application has know edge of the security properties along the
network to that locator. |If one of the nodes noves and the
| ocators are updated, these security properties may not be
mai nt ai ned. Depending on the security policy of the application,
this may be a problem This is an area of ongoing study. As an
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exanple, there is work to create an APl that applications can use
to specify their security requirenments in a simlar context
[1 Psec-APIs].

In addition, the follow ng security considerations apply. The
generation counter nechanismw || be less efficient in protecting
agai nst replays of the Rl packet, given that the Responder can choose
a replay that uses any H, not just the one given in the |1 packet.

More inportantly, the opportunistic exchange is vulnerable to man-in-
the-m ddl e attacks, because the Initiator does not have any public
key information about the peer. To assess the inpacts of this

vul nerability, we conpare it to vulnerabilities in current, non-Hl P-
capabl e conmuni cati ons.

An attacker on the path between the two peers can insert itself as a
man-in-the-mddle by providing its own identifier to the Initiator
and then initiating another H P session towards the Responder. For
this to be possible, the Initiator nmust enploy opportunistic node,
and the Responder nust be configured to accept a connection from any
HI P- enabl ed node.

An attacker outside the path will be unable to do so, given that it
cannot respond to the nessages in the base exchange.

These properties are characteristic also of comunications in the
current Internet. A client contacting a server w thout enploying
end-to-end security may find itself talking to the server via a man-
in-the-mddle, assunming again that the server is willing to talk to
anyone.

If end-to-end security is in place, then the worst that can happen in
both the opportunistic HHP and normal I P cases is denial-of-service;
an entity on the path can di srupt conmmunications, but will be unable
to insert itself as a man-in-the-m ddle.

However, once the opportunistic exchange has successfully conpl et ed,
H P provides integrity protection and confidentiality for the
comuni cati ons, and can securely change the | ocators of the
endpoi nt s.

As a result, it is believed that the H P opportunistic node is at
| east as secure as current |P.
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4.2. Updating a H P Association

A H P associ ati on between two hosts may need to be updated over tine.
Exanpl es include the need to rekey expiring user data security
associ ati ons, add new security associations, or change |P addresses
associ ated with hosts. The UPDATE packet is used for those and ot her
simlar purposes. This docunent only specifies the UPDATE packet
format and basic processing rules, with mandatory paranmeters. The
actual usage is defined in separate specifications.

H P provi des a general purpose UPDATE packet, which can carry
multiple H P paraneters, for updating the H P state between two
peers. The UPDATE nechani sm has the follow ng properties:

UPDATE nessages carry a nonotonically increasi ng sequence numnber
and are explicitly acknow edged by the peer. Lost UPDATEs or
acknowl edgnents nmay be recovered via retransnission. Miltiple
UPDATE nessages may be outstandi ng under certain circunmstances.

UPDATE i s protected by both HVAC and HI P_SI GNATURE par anet ers,
si nce processing UPDATE signatures alone is a potential DoS attack
agai nst intermedi ate systens.

UPDATE packets are explicitly acknow edged by the use of an

acknow edgnent paraneter that echoes an individual sequence nunber
received fromthe peer. A single UPDATE packet may contain both a
sequence nunber and one or nore acknow edgnent nunbers (i.e.,

pi ggybacked acknow edgnent (s) for the peer’s UPDATE)

The UPDATE packet is defined in Section 5.3.5.
4.3. FError Processing

H P error processing behavi or depends on whether or not there exists
an active H P association. 1In general, if a H P association exists
between the sender and receiver of a packet causing an error
condition, the receiver SHOULD respond with a NOTI FY packet. On the
other hand, if there are no existing H P associ ati ons between the
sender and receiver, or the receiver cannot reasonably determ ne the
identity of the sender, the receiver MAY respond with a suitable | CW
nmessage; see Section 5.4 for nore details.

The HI P protocol and state machine is designed to recover from one of

the parties crashing and losing its state. The follow ng scenari os
describe the main use cases covered by the design.
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No prior state between the two systens.

The systemwi th data to send is the Initiator. The process
follows the standard four-packet base exchange, establishing
the H P associ ation

The systemwith data to send has no state with the receiver, but
the receiver has a residual H P association.

The systemwith data to send is the Initiator. The Initiator
acts as in no prior state, sending I1 and getting RL. Wen the
Responder receives a valid |2, the old association is

"di scovered’ and del eted, and the new association is

est abl i shed.

The systemwi th data to send has a H P associ ation, but the
recei ver does not.

The system sends data on the outbound user data security
associ ation. The receiver 'detects’ the situation when it
receives a user data packet that it cannot match to any H P
associ ation. The receiving host MJST discard this packet.

Optionally, the receiving host MAY send an | CMP packet, with
the type Paraneter Problem to informthe sender that the H P
associ ati on does not exist (see Section 5.4), and it MAY
initiate a new H P negotiation. However, responding with these
opti onal mechanisnms is inplenentation or policy dependent.

4.4. H P State Mchi ne

The HIP protocol itself has little state. |In the H P base exchange,
there is an Initiator and a Responder. Once the security

associ ations (SAs) are established, this distinction is lost. If the
H P state needs to be re-established, the controlling paranmeters are
whi ch peer still has state and which has a datagramto send to its
peer. The followi ng state nachine attenpts to capture these
processes.

The state machine is presented in a single systemview, representing
either an Initiator or a Responder. There is not a conplete overlap
of processing logic here and in the packet definitions. Both are
needed to conpletely inplenment H P.

| npl ement ors nust understand that the state machi ne, as descri bed

here, is informational. Specific inplenentations are free to
i npl enent the actual functions differently. Section 6 describes the
packet processing rules in nore detail. This state machine focuses
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on the HP I1, Rl, 12, and R2 packets only. Qher states may be
i ntroduced by nechani sms in other specifications (such as nobility
and mul ti hom ng).

4.4.1. H P States

UNASSQOCI ATED State machine start

I I I
I e I
| I1-SENT | I'nitiating base exchange |
I I I
| I2-SENT | Waiting to conplete base exchange |
I I I
| R2- SENT | Waiting to conplete base exchange |
I I I
| ESTABLI SHED | HI P association established |
I I I
| CLOSI NG | H P association closing, no data can be |
| | sent |
I I I
| CLOSED | H P association closed, no data can be sent

I I I
| E-FAI LED | H P exchange failed |
o e e e e ooo- - S +

Table 1: H P States
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4.4, 2. H P State Processes

System behavi or in state UNASSCClI ATED, Table 2.

User data to send,
requiring a new H P
associ ati on

Send |1 and go to | 1- SENT
Receive |1 Send Rl and stay at UNASSOCI ATED
Receive |12, process | f successful, send R2 and go to R2- SENT
If fail, stay at UNASSOCI ATED

Recei ve user data

for unknown H P
associ ati on

Optionally send I CVP as defined in
Section 5.4 and stay at UNASSOCI ATED

Recei ve CLOSE Optionally send | CVP Par anet er Probl em and

stay at UNASSCOCI ATED

Recei ve ANYOTHER Drop and stay at UNASSOCI ATED

Tabl e 2: UNASSCCI ATED - Start state
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System behavior in state |1-SENT, Table 3.

Receive |1 If the local HIT is smaller than the peer

H T, drop |1 and stay at | 1-SENT

If the local HIT is greater than the peer
H T, send RL and stay at |1 _SENT
Receive |12, process | f successful, send R2 and go to R2- SENT

If fail, stay at |1-SENT

If fail, stay at |1-SENT
Recei ve ANYOTHER Drop and stay at |1-SENT

Ti meout, increnent
ti meout counter

If counter is less than |1_RETRI ES_MAX,
send 11 and stay at |1-SENT

If counter is greater than |1 RETRI ES_MAX

I
I
I
I
I
I
I
I
I
I
| Receive R1, process
I
I
I
I
I
I
I
I
| go to E-FAILED

I
I
I
I
I
I
I
I
|
| f successful, send 2 and go to |2-SENT |
I
I
I
I
I
I
I
I
I
I

Table 3: I1-SENT - Initiating HP
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System behavior in state |2-SENT, Table 4.

Receive |1 Send Rl and stay at |2-SENT

Recei ve Rl, process I f successful, send 12 and cycle at |2-SENT
If fail, stay at |2-SENT

If successful and local HT is snaller than
the peer HHT, drop 12 and stay at |2- SENT

Receive |12, process

| f successful and local HI T is greater than
the peer HHT, send R2 and go to R2- SENT

Recei ve R2, process | f successful, go to ESTABLI SHED
If fail, stay at |2-SENT
Recei ve ANYOTHER Drop and stay at |2-SENT

Ti meout, increnent
ti meout counter

If counter is less than |2_RETRI ES_MAX,
send 12 and stay at |2-SENT

If counter is greater than |2 _RETRI ES_MAX

I I
I I
I I
I I
I I
I I
I I
I I
I I
I I
I I
I I
| If fail, stay at |2-SENT |
I I
I I
I I
I I
I I
I I
I I
I I
I I
I I
I I
| go to E-FAILED |

Table 4: 12-SENT - Waiting to finish HP
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System behavior in state R2- SENT, Table 5.

Receive |1 Send Rl and stay at R2- SENT

Receive |12, process I f successful, send R2 and cycle at R2- SENT
If fail, stay at R2- SENT

Receive Rl Drop and stay at R2- SENT
Recei ve R2 Drop and stay at R2- SENT

Recei ve data or Move to ESTABLI SHED

UPDATE

Exchange Conpl ete Move to ESTABLI SHED

Ti meout

Table 5: R2-SENT - Waiting to finish HP
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System behavior in state ESTABLI SHED, Table 6.

Receive |1 Send Rl and stay at ESTABLI SHED
Receive |12, process
with puzzle and
possi bl e Opaque
data verification

| f successful, send R2, drop old HP
associ ation, establish a new H P
associ ation, go to R2- SENT

If fail, stay at ESTABLI SHED
Receive Rl Drop and stay at ESTABLI SHED
Recei ve R2 Drop and stay at ESTABLI SHED

Recei ve user data
for H P associ ati on

Process and stay at ESTABLI SHED

No packet
sent/received
during UAL m nutes

Send CLOSE and go to CLOSI NG

Recei ve CLCSE
process

I f successful, send CLOSE ACK and go to
CLOSED

If fail, stay at ESTABLI SHED

Tabl e 6: ESTABLI SHED - HI P associ ati on est abli shed
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System behavior in state CLOSING Table 7.

User data to send,
requires the
creation of another
i ncarnation of the
H P associ ati on

Receive |1

Receive |12, process

Recei ve Rl, process

Recei ve CLGCSE,
process

Recei ve CLOSE_ACK,
process

Recei ve ANYOTHER

Ti meout, increnent
ti meout sum reset
tinmer

Table 7: CLOSING - H P associ ati on has not been used for

Moskowi tz, et al.

Send |1 and stay at CLOSI NG

Send Rl and stay at CLOSI NG

| f successful, send R2 and go to R2- SENT

If fail, stay at CLOSI NG

| f successful, send 2 and go to |2-SENT

If fail, stay at CLOSI NG

I f successful, send CLOSE ACK, discard
state and go to CLOSED

If fail, stay at CLOSI NG

I f successful, discard state and go to
UNASSQOCI ATED

If fail, stay at CLOSI NG

Drop and stay at CLOSI NG

If timeout sumis | ess than UAL+MSL
m nutes, retransmt CLOSE and stay at

CLOSI NG

If timeout sumis greater than UAL+MSL
m nutes, go to UNASSOCI ATED

2008

UAL m nutes
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System behavior in state CLOSED, Table 8.

Dat agram to send,
requires the
creation of another
i ncarnation of the
H P associ ati on

Send |11, and stay at CLOSED

Receive |1 Send Rl and stay at CLOSED

Receive |12, process | f successful, send R2 and go to R2- SENT
If fail, stay at CLOSED
Recei ve Rl, process | f successful, send 2 and go to |2-SENT

Recei ve CLGCSE,
process

I f successful, send CLOSE ACK, stay at
CLOSED

If fail, stay at CLOSED

Recei ve CLOSE_ACK,
process

I f successful, discard state and go to
UNASSQOCI ATED

If fail, stay at CLOSED

Recei ve ANYOTHER

I I
I I
I I
I I
I I
I I
I I
I I
I I
I I
I I
I I
| |
| If fail, stay at CLOSED |
I I
I I
I I
I I
I I
I I
I I
I I
I I
| |
| Drop and stay at CLOSED |
I I
I I

Di scard state, and go to UNASSOCI ATED

Tabl e 8: CLOSED - CLOSE_ACK sent, resending CLOSE_ACK if necessary
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System behavior in state E-FAILED, Table 9.

o e e e e e e ot o e o e o e o e e e e e e e e oo +
| Trigger | Action |
o e e e e e e ot o e o e o e o e e e e e e e e oo +
| Wait for | Go to UNASSOCI ATED. Re-negotiation is

| inplementation-specific | possible after noving to UNASSOCI ATED |
| tine | state. |
o e e e e e e ot o e o e o e o e e e e e e e e oo +

Table 9: E-FAILED - HP failed to establish association with peer
4.4.3. Sinplified HP State D agram
The follow ng di agram shows the major state transitions. Transitions

based on received packets inplicitly assunme that the packets are
successful ly authenticated or processed.

Moskowi tz, et al. Experi nent al [ Page 28]



RFC 5201 Host ldentity Protocol April 2008

+- + o m o e e e e oo +
|1 received, send RL | | | |
v % |
Datagramto send +-------------- + 12 received, send R2 |
R | UNASSOCI ATED |--------------- + |
Send |1 | R + | |
v I I
Fomem e + 12 received, send R2 | |
F----3>] P 2-SENT | ----mmmm e e e + | |
I AR + | | I
I I R + | I
| | RLl received, | 12 received, send R2 | | | |
| v send |2 | V V V |
| TS + | S + |
|  +-> 12-SENT |------------ + | R2-SENT |<----+ |
| | TS + S + | |
|| I I |
|| I dat a| |
| |receive | or | | ]
| | RL, send | EC timeout| receive 12,| |
| |12 | R2 received +-------------- + | send R2| |
| L >| ESTABLI SHED |<------- +| | ]
|| L R + |
| | | | receive 12, send R2 | ]
| | recvt------------ + | R I + |
|| CLGSE, | I |
| send| No packet sent| | ]
| CLCSE_ACK| /received for | ti meout | ]
| | UAL m n, send | e +<-+ (UAL+MSL) | |
| | CLOSE +--->] CLOSING |--+ retransmt | |
(. I Hoememeo - + CLOSE |
L [---mmmmm + 1 |
S I e + | I + |
| | Fom e e e oo I o RS [--+
| R + | receive CLCSE, CLOSE_ACK | ]
| | | send CLOSE_ACK recei ved or | ]
| | | ti meout | ]
I || (UAL+MBL) |
I Y |
| R + receive 12, send R2 | ]
A LT | CLOSED |--------------“------------ +
S SIS + [ = e e e e e e e e oo o +
N \-em- - - - /[ timeout (UAL+2MSL),
+- + move to UNASSOCI ATED

CLCSE received, send CLOSE_ACK

Moskowi tz, et al. Experi nent al [ Page 29]



RFC 5201 Host ldentity Protocol April 2008

4.5. User Data Considerations
4.5.1. TCP and UDP Pseudo- Header Conputation for User Data

When conputing TCP and UDP checksums on user data packets that flow

t hrough sockets bound to HI Ts, the |IPv6 pseudo- header format

[ RFC2460] MJST be used, even if the actual addresses on the packet
are | Pv4 addresses. Additionally, the H Ts MJST be used in the place
of the IPv6 addresses in the |IPv6 pseudo-header. Note that the
pseudo- header for actual H P payl oads is conputed differently; see
Section 5.1. 1.

4.5.2. Sending Data on H P Packets

A future version of this docunment may define how to include user data
on various H P packets. However, currently the H P header is a
term nal header, and not followed by any ot her headers.

4.5.3. Transport Formats

The actual data transm ssion format, used for user data after the H P
base exchange, is not defined in this docunent. Such transport
formats and nmet hods are described in separate specifications. Al

H P i npl enentati ons MJST inplenent, at mininmm the ESP transport
format for H P [ RFC5202] .

When new transport fornmats are defined, they get the type value from
the H P Transformtype val ue space 2048-4095. The order in which the
transport formats are presented in the Rl packet, is the preferred
order. The last of the transport formats MJST be ESP transport
format, represented by the ESP_TRANSFORM par anet er

4.5.4. Reboot and SA Ti meout Restart of H P

Sinmulating a | oss of state is a potential DoS attack. The follow ng
process has been crafted to nmanage state recovery wi thout presenting
a DoS opportunity.

If a host reboots or the H P association tinmes out, it has lost its
H P state. |If the host that lost state has a datagramto send to the
peer, it sinply restarts the H P base exchange. After the base
exchange has conpleted, the Initiator can create a new SA and start
sendi ng data. The peer does not reset its state until it receives a
valid |2 H P packet.

If a systemreceives a user data packet that cannot be matched to any

existing H P association, it is possible that it has lost the state
and its peer has not. It MAY send an | CWP packet with the Parameter
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4.

5.

5.

Problemtype, and with the pointer pointing to the referred H P-

rel ated association information. Reacting to such traffic depends on
the inplenmentati on and the environment where the inplenmentation is
used.

If the host, that apparently has lost its state, decides to restart
the H P base exchange, it sends an |1 packet to the peer. After the
base exchange has been conpl eted successfully, the Initiator can
create a new HI P association and the peer drops its old SA and
creates a new one.

6. Certificate Distribution

Thi s docunent does not define howto use certificates or howto
transfer them between hosts. These functions are expected to be
defined in a future specification. A paraneter type value, nmeant to
be used for carrying certificates, is reserved, though: CERT, Type
768; see Section 5. 2.

Packet Formats
1. Payl oad Format
Al H P packets start with a fixed header.

0 1 2 3
01234567890123456789012345678901
i i S I S I i S S S S il s ot i S
Next Header | Header Length | O] Packet Type | VER | RES.|1]
i i S I S I i S S S S il s ot i S
Checksum | Control s |
i i S I S I i S S S S il s ot i S
Sender’s Host Identity Tag (H T)

Receiver’s Host ldentity Tag (HT)
T i i S I iy s ST Y S Y S S S S

H P Paraneters /
/

+-
I

+-

I

+-

I

I

I

I

T S T T S S T i T S S i S S S
I

I

I

I

+-

I

/

/

I

+-

I
I
I
I
+
I
I
I
I
+
I
I
+

T S S T S S i T Sl S S S ik T o
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The HI P header is logically an | Pv6 extension header. However, this
docunent does not describe processing for Next Header val ues ot her
than decimal 59, | PPROTO NONE, the I Pv6 'no next header’ val ue
Future docunents MAY do so. However, current inplenentations MJST
ignore trailing data if an uninpl enented Next Header value is
received.

The Header Length field contains the Iength of the H P Header and H P
paraneters in 8-byte units, excluding the first 8 bytes. Since al

H P headers MJUST contain the sender’s and receiver’s H T fields, the
m ni mum value for this field is 4, and conversely, the maxi mum | ength
of the HIP Paraneters field is (255*8)-32 = 2008 bytes. Note: this

sets an additional linmt for sizes of parameters included in the
Parameters field, independent of the individual paraneter nmaxinmm
| engt hs.

The Packet Type indicates the H P packet type. The individual packet
types are defined in the relevant sections. |If a H P host receives a
H P packet that contains an unknown packet type, it MJST drop the
packet .

The HI P Version is four bits. The current version is 1. The version
nunber is expected to be incremented only if there are inconpatible
changes to the protocol. Most extensions can be handl ed by defining
new packet types, new paraneter types, or new controls.

The following three bits are reserved for future use. They MJST be
zero when sent, and they SHOULD be ignored when handling a received
packet .

The two fixed bits in the header are reserved for potential SH M
conpatibility [ SH M6- PROTQ . For inplenentations adhering (only) to
this specification, they MJST be set as shown when sendi ng and MJST
be ignored when receiving. This is to ensure optiml forward
conmpatibility. Note that for inplenentations that inplenent other
conpati bl e specifications in addition to this specification, the
corresponding rules may well be different. For exanple, in the case
that the forthconing SH M6 protocol happens to be conpatible with
this specification, an inplenentation that inplenments both this
specification and the SHI M6 protocol nay need to check these bits in
order to deternine how to handl e the packet.

The HIT fields are always 128 bits (16 bytes) |ong.
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.1. Checksum

Since the checksum covers the source and destination addresses in the
| P header, it must be reconputed on H P-aware NAT devi ces.

If IPv6 is used to carry the H P packet, the pseudo-header [RFC2460]
contains the source and destination | Pv6 addresses, H P packet |ength
in the pseudo-header length field, a zero field, and the H P protocol
nunber (see Section 4) in the Next Header field. The length field is
in bytes and can be calculated fromthe H P header length field: (H P
Header Length + 1) * 8.

In case of using IPv4, the | Pv4 UDP pseudo- header format [ RFCO768] is
used. |In the pseudo-header, the source and destination addresses are
those used in the I P header, the zero field is obviously zero, the
protocol is the H P protocol nunber (see Section 4), and the |ength
is calculated as in the | Pv6 case.

.2. HP Controls

The HI P Controls section conveys information about the structure of
t he packet and capabilities of the host.

The followi ng fields have been defined:

R e s s T S S S
e B
R e s s T S S S

A - Anonynous: If this is set, the sender’s H in this packet is
anonynous, i.e., one not listed in a directory. Anonynous Hi's

SHOULD NOT be stored. This control is set in packets Rl and/or
2. The peer receiving an anonynous H rmay choose to refuse it.

The rest of the fields are reserved for future use and MJST be set to
zero on sent packets and ignored on received packets.

.3. H P Fragnentation Support

A H P inplenentation nust support |P fragnentation/reassenbly.
Fragnent reassenbly MJST be inplenmented in both IPv4 and | Pv6, but
fragment generation is REQU RED to be inplenented in | Pv4 (IPv4
stacks and networks will usually do this by default) and RECOMVENDED
to be inplenented in IPv6. In IPv6 networks, the mininumMIU is

| arger, 1280 bytes, than in I Pv4 networks. The larger MIU size is
usual ly sufficient for nost H P packets, and therefore fragnent
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generation may not be needed. |If a host expects to send H P packets
that are larger than the mninmum I Pv6 MU, it MJST inplenent fragnent
generation even for |Pv6.

In I Pv4 networks, H P packets may encounter |ow MIUs al ong their
routed path. Since H P does not provide a mechanismto use multiple
| P datagranms for a single H P packet, support for path MU di scovery
does not bring any value to HIP in IPv4d networks. HI P-aware NAT
devi ces MUST perform any | Pv4 reassenbl y/fragnentation

Al'l H P inplenentations have to be careful while enploying a
reassenbly algorithmso that the algorithmis sufficiently resistant
to DoS attacks.

Because certificate chains can cause the packet to be fragnented and
fragmentati on can open inplenentation to denial -of-service attacks

[ KAUO3], it is strongly recommended that the separate docunent
specifying the certificate usage in the H P Base Exchange defines the
usage of "Hash and URL" formats rather than including certificates in
exchanges. Wth this, nost problens related to DoS attacks with
fragnentation can be avoi ded.

5.2. H P Paraneters
The HI P Paraneters are used to carry the public key associated with
the sender’s HI'T, together with related security and ot her
i nformation. They consist of ordered paraneters, encoded in TLV
format.

The followi ng paraneter types are currently defined.

Moskowi tz, et al. Experi nment al [ Page 34]



RFC 5201 Host ldentity Protocol April 2008

Syst em Boot Count er

back; under signature

I B I
| PUZZLE | 257 | 12 | K and Random #l |
I I I I I
| SOLUTI ON | 321 | 20 | K, Random #l and |
| | | | puzzle solution J |
I I I I I
| SEQ | 385 | 4 | Update packet 1D |
| | | | nunber |
I I I I I
| ACK | 449 | variable | Update packet ID |
| | | | nunber |
I I I I I
| DI FFl E_HELLMAN | 513 | variable | public key |
I I I I I
| H P_TRANSFORM | 577 | variable | H P Encryption and |
| | | | Integrity Transform |
I I I I I
| ENCRYPTED | 641 | variable | Encrypted part of 12 |
I B I
| HOST_ID | 705 | variable | Host ldentity with |
| | | | Fully-Qualified |
| | | | Domain FQDN (Nane) or |
| | | | Network Access |
| | | | Identifier (NAI) |
I I I I I
| CERT | 768 | variable | H Certificate; used |
| | | | to transfer |
| | | | certificates. Usage |
| | | | is not currently |
| | | | defined, but it wll |
| | | | be specified in a |
| | | | separate docunent |
| | | | once needed. |
I I I I I
| NOTI FI CATI ON | 832 | variable | Informational data |
I I I I I
| ECHO REQUEST_SI GNED | 897 | variable | Opaque data to be |
| | | | echoed back; under |
| | | | signature |
I I I I I
| ECHO _RESPONSE_SI GNED | 961 | variable | Opaque data echoed |
I I I I I
I I I I I
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HVAC

HVAC 2

HI P_SI GNATURE_2

HI P_SI GNATURE

ECHO_REQUEST_UNSI GNED

Host

Identity Protoco

61505

61569

61633

61697

63661

63425

vari abl e

vari abl e

vari abl e

vari abl e

vari abl e

vari abl e

April 2008

HVAC- based nessage
aut henti cati on code,
with key materi al
from H P_TRANSFORM

I

I

I

|
HVAC based nessage |
aut henti cation code, |
with key materi al |
from H P_TRANSFORM |
Conpared to HVAC, the |
HOST_I D paraneter is |
i ncluded in HVAC 2 |
cal cul ati on. |
I

Signature of the Rl |
packet |
I

I

I

I

I

I

I

I

I

I

Si gnature of the
packet

Opaque data to be
echoed back; after
si ghature

Opaque data echoed
back; after signature

Because the ordering (fromlowest to highest) of H P paraneters is

strictly enforced (see Section 5.2.1),

the paraneter type val ues for

exi sting paraneters have been spaced to allow for future protocol
ns. Parameters nunbered between 0-1023 are used in HP
handshake and update procedures and are covered by signatures.

Par anet ers nunbered between 1024-2047 are reserved. Paraneters
nunber ed between 2048-4095 are used for paraneters related to H P

extensio

transform types.
61439 are reserved.

for signatures and signed MAGCs.

63487 are used for

t he pack

rendezvous and ot her

Par amet ers nunbered between 4096 and (2716 - 2712)
Par amet er s nunmber ed bet ween 61440- 62463 are used

Par amet ers number ed bet ween 62464-

paraneters that fal

outsi de of the signed area of

et. Paranmeters numbered between 63488-64511 are used for

64512- 65535 are reserved.

Moskowi t z,
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rel ayi ng services.
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Par amet ers nunber ed bet ween
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5.2.1. TLV For nmat

The TLV-encoded paraneters are described in the follow ng
subsections. The type-field value al so describes the order of these
fields in the packet, except for type values from 2048 to 4095 which
are reserved for new transport fornms. The paraneters MJST be

i ncluded in the packet such that their types forman increasing
order. If the paranmeter can exist nultiple tines in the packet, the
type value nmay be the sane in consecutive parameters. |f the order
does not followthis rule, the packet is considered to be nalforned
and it MJST be discarded.

Par aneters using type values from 2048 up to 4095 are transport
formats. Currently, one transport format is defined: the ESP
transport format [RFC5202]. The order of these paraneters does not
follow the order of their type value, but they are put in the packet
in order of preference. The first of the transport formats it the
nost preferred, and so on

Al'l of the TLV paraneters have a length (including Type and Length
fields), which is a nultiple of 8 bytes. Wen needed, paddi ng MJST
be added to the end of the paraneter so that the total |ength becones
a multiple of 8 bytes. This rule ensures proper alignnent of data.
Any added paddi ng bytes MJST be zeroed by the sender, and their

val ues SHOULD NOT be checked by the receiver

Consequently, the Length field indicates the length of the Contents
field (in bytes). The total length of the TLV paraneter (including
Type, Length, Contents, and Padding) is related to the Length field
according to the follow ng fornul a:

Total Length = 11 + Length - (Length + 3) % 8;

where %is the nodul o operator
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0 1 2 3
01234567890123456789012345678901
T S o T s T T o S T il sl S T R S i i
| Type | C Length |
T S o T s T T o S T il sl S T R S i i

I I
/ Contents
/ i SN S S
| | Paddi ng |
T S o T s T T o S T il sl S T R S i i
Type Type code for the paraneter. 16 bits long, Chbhit
bei ng part of the Type code.
C Critical. One if this paraneter is critical, and

MJST be recogni zed by the recipient, zero otherw se.
The C bit is considered to be a part of the Type
field. Consequently, critical paraneters are always
odd and non-critical ones have an even val ue.

Lengt h Length of the Contents, in bytes.
Contents Par aneter specific, defined by Type
Paddi ng Paddi ng, 0-7 bytes, added if needed
Critical paranmeters MJST be recognized by the recipient. If a

reci pient encounters a critical paraneter that it does not recognize,
it MJUST NOT process the packet any further. It MAY send an | CMP or
NOTI FY, as defined in Section 4. 3.

Non-critical paraneters MAY be safely ignored. |If a recipient
encounters a non-critical paraneter that it does not recognize, it
SHOULD proceed as if the paraneter was not present in the received
packet .

5.2.2. Defining New Paraneters

Future specifications may define new paranmeters as needed. Wen
defining new parameters, care nust be taken to ensure that the
paraneter type values are appropriate and | eave suitable space for
other future extensions. One nust renenber that the paranmeters MJST
al ways be arranged in increasing order by Type code, thereby limting
the order of paraneters (see Section 5.2.1).

The followi ng rules nust be foll owed when defining new paraneters.

1. The loworder bit C of the Type code is used to distinguish
between critical and non-critical paraneters.
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5.

2.

2. A new paraneter may be critical only if an old recipient ignoring
it would cause security problenms. In general, new paraneters
SHOULD be defined as non-critical, and expect a reply fromthe
recipi ent.

3. If a systeminmplenents a new critical parameter, it MJST provide
the ability to set the associated feature off, such that the
critical paranmeter is not sent at all. The configuration option
must be well docunmented. |nplenentations operating in a node
adhering to this specification MIST disable the sending of new
critical paraneters. In other words, the nmanagenent interface
MUST al |l ow vanilla standards-only node as a default configuration
setting, and MAY allow new critical payloads to be configured on
(and off).

4. See Section 9 for allocation rules regarding Type codes.

3. RL_COUNTER

+ P
+OPR

3
23456 8 9 12345 789 6 78901
B T T S T ST S e Tr S S s i S

+ ON

12 4
B

— + ~
- + O

345
+- - +-
ype Length
I T S I T i i S e S I S

Reserved, 4 bytes |
I T S I T i i S e S I S
Rl generation counter, 8 bytes |

T S S T A S S T i S S s sl s S P S

0
0
+- +
I I
+-

I

+-

I

I

+-

Type 128
Lengt h 12
Rl generation
count er The current generation of valid puzzles

The R1_COUNTER paraneter contains a 64-bit unsigned integer in

net wor k- byte order, indicating the current generation of valid
puzzles. The sender is supposed to increment this counter
periodically. It is RECOWENDED that the counter value is
incremented at | east as often as old PUZZLE val ues are deprecated so
that SCLUTIONs to them are no | onger accept ed.

The R1_COUNTER paraneter is optional. It SHOULD be included in the
R1 (in which case, it is covered by the signature), and if present in
the RL, it MAY be echoed (including the Reserved field verbatinm by
the Initiator in the |2.
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5.2.4. PUZZLE

0 1 2 3
01234567890123456789012345678901
T S o T s T T o S T il sl S T R S i i
| Type | Length |
T S o T s T T o S T il sl S T R S i i
| K, 1 byte | Lifetine | Opaque, 2 bytes |
T S o T s T T o S T il sl S T R S i i
| Random #l, 8 bytes |
I I
+-

T S S T A S S T i S S s sl s S P S

Type 257

Lengt h 12

K Kis the nunber of verified bits

Lifetinme puzzlie lifetime 27(val ue-32) seconds

Opaque data set by the Responder, indexing the puzzle
Random #l random nunber

Random #l is represented as a 64-bit integer, Kand Lifetine as 8-bit
integers, all in network byte order.

The PUZZLE paraneter contains the puzzle difficulty K and a 64-bit
puzzl e randominteger #l. The Puzzle Lifetinme indicates the tine
during which the puzzle solution is valid, and sets a tine limt that
shoul d not be exceeded by the Initiator while it attenpts to solve
the puzzle. The lifetime is indicated as a power of 2 using the
formul a 27(Lifetinme-32) seconds. A puzzle MAY be augnented with an
ECHO REQUEST_SI GNED or an ECHO REQUEST_UNSI GNED paraneter included in
the Rl; the contents of the echo request are then echoed back in the
ECHO_RESPONSE_SI GNED or in the ECHO RESPONSE_UNSI GNED, al |l owi ng the
Responder to use the included information as a part of its puzzle
processi ng.

The Opaque and Random #| field are not covered by the H P_SI GNATURE_2
par amet er .
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5.2.5. SOLUTION

0 1 2 3
01234567890123456789012345678901

T S o T s T T o S T il sl S T R S i i
| Type | Length |
T S o T s T T o S T il sl S T R S i i
| K 1 byte | Reserved | Opaque, 2 bytes |
T S o T s T T o S T il sl S T R S i i
| Random #l, 8 bytes |
!l-- B s T T ST e S o I S I I T T sl s S S S +-!|-
| Puzzl e solution #J, 8 bytes |
!l-- B s T T ST e S o I S I I T T sl s S S S +-!|-
Type 321
Lengt h 20
K Kis the nunber of verified bits
Reserved zero when sent, ignored when received
Opaque copi ed unnmodified fromthe received PUZZLE

par anet er
Random #l random nunber

Puzzl e solution #J random nunber

Random #I and Random #J are represented as 64-bit integers, K as an

8-bit integer, all in network byte order.

The SOLUTI ON paraneter contains a solution to a puzzle. It also
echoes back the randomdifficulty K, the Opaque field, and the puzzle
i nteger #l.
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5.2.6. Dl FFl E_HELLMAN

0 1 2 3
01234567890123456789012345678901
T S o T s T T o S T il sl S T R S i i
| Type | Lengt h |
T S o T s T T o S T il sl S T R S i i
Goup ID | Public Val ue Length | Public Val ue
T i S o e iy S S S S S S T i i S

T i S o e iy S S S S S S T i i S
Goup ID | Public Val ue Length | Public Val ue
I T S I T i i S e S I S

| paddi ng |

T S S T A S S T T S S S i o S S

/
+
I
+
/

I
+-
/
+-
I
+-
/
+-

Type 513
Length length in octets, excluding Type, Length, and
paddi ng
Goup ID defines values for p and g
Publ i ¢ Val ue I ength of the follow ng Public Value in octets
Lengt h
Public Value the sender’s public Diffie-Hellman key

The following Group I Ds have been defi ned:

G oup Val ue
Reserved

384-bit group

OAKLEY wel | - known group 1
1536-bit MODP group
3072-bit MODP group
6144-bit MODP group
8192-bit MODP group

O wWNELO

The MODP Diffie-Hellman groups are defined in [ RFC3526]. The OAKLEY
wel | - known group 1 is defined in Appendi x E.

The sender can include at nost two different Diffie-Hellman public
values in the DI FFI E_HELLMAN parameter. This gives the possibility,
e.g., for a server to provide a weaker encryption possibility for a
PDA host that is not powerful enough. It is RECOWENDED that the
Initiator, receiving nore than one public value, selects the stronger
one, if it supports it.

A H P inplenentation MJST inplenment Goup IDs 1 and 3. The 384-hit

group can be used when | ower security is enough (e.g., web surfing)
and when the equi pment is not powerful enough (e.g., some PDAs). It
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is REQU RED that the default configuration allows Goup ID 1 usage,
but it is RECOVWENDED that applications that need stronger security
turn Goup ID 1 support off. Equi pnent powerful enough SHOULD

i nplemrent also Group 1D 5. The 384-bit group is defined in
Appendi x D

To avoid unnecessary failures during the base exchange, the rest of
the groups SHOULD be inplenented in hosts where resources are
adequat e.

5.2.7. H P_TRANSFORM
0 1 2 3

01234567890123456789012345678901
T S T T S e T S S T i S S S S s i s

| Type | Length |

T S o T s T T o S T il sl S T R S i i

| Suite ID #1 | Suite ID #2 |

T S o T s T T o S T il sl S T R S i i

| Suite ID #n | Paddi ng |

T S o T s T T o S T il sl S T R S i i

Type 577

Length length in octets, excluding Type, Length, and
paddi ng

Suite ID defines the HHP Suite to be used

The following Suite IDs are defined ([ RFC4307], [ RFC2451]):
Suite ID Val ue

RESERVED

AES- CBC wi t h HVAC- SHAl
3DES- CBC wi t h HVAC- SHAL
3DES- CBC wi t h HVAC- MD5
BLOWFI SH- CBC wi t h HVAC- SHAL
NULL- ENCRYPT wi t h HVAC SHAL
NULL- ENCRYPT wi t h HVACG- MD5

OO wWNELO

The sender of a H P_TRANSFORM paraneter MJST nake sure that there are
no nore than six (6) H P Suite IDs in one H P_TRANSFORM par anet er.
Conversely, a recipient MJST be prepared to handl e received transport
paraneters that contain nore than six Suite I Ds by accepting the
first six Suite IDs and dropping the rest. The linited nunber of
transfornms sets the nmaxi num si ze of H P_TRANSFORM paraneter. As the
default configuration, the H P_TRANSFORM paraneter MJST contain at

| east one of the mandatory Suite IDs. There MAY be a configuration
option that allows the adninistrator to override this default.
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The Responder lists supported and desired Suite IDs in order of
preference in the RL, up to the maxi num of six Suite IDs. The
Initiator MJST choose only one of the corresponding Suite IDs. That
Suite IDwll be used for generating the |2.

Mandat ory i npl enentations: AES-CBC with HMAC- SHA1 and NULL- ENCRYPTI ON
wi t h HVAC- SHAL.

.2.8. HOST_ID
0 1 2 3

01234567890123456789012345678901
T S T T S e T S S T i S S S S s i s

| Type | Length |

T S o T s T T o S T il sl S T R S i i

| H Length | DI -type| DI Length |

T S o T s T T o S T il sl S T R S i i

| Host ldentity /

T S o T s T T o S T il sl S T R S i i

/ | Domai n Identifier /

T S o T s T T o S T il sl S T R S i i

/ | Paddi ng |

T S o T s T T o S T il sl S T R S i i

Type 705

Length length in octets, excluding Type, Length, and
Paddi ng

H Length l ength of the Host ldentity in octets

Dl -type type of the follow ng Domain Identifier field

DI Length ength of the FQDN or NAlI in octets

Host ldentity actual Host Ildentity

Domain ldentifier the identifier of the sender

The Host ldentity is represented in RFC 4034 [ RFC4034] format. The
al gorithms used in RDATA format are the foll ow ng:

Al gori t hms Val ues

RESERVED 0

DSA 3 [ RFC2536] ( RECOMVENDED)
RSA/ SHAL 5 [ RFC3110] ( REQUI RED)

The followi ng DI-types have been defi ned:

Type Val ue
none i ncl uded 0
FQDN 1
NAI 2
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FCQDN Fully Qualified Domain Narme, in binary format.
NA| Net wor k Access ldentifier

The format for the FQDN is defined in RFC 1035 [ RFC1035] Section 3.1.
The format for NAl is defined in [ RFC4282]

If there is no Domain ldentifier, i.e., the Di-type field is zero,
the DI Length field is set to zero as well.

5.2.9. HVAC

0 1 2 3
01234567890123456789012345678901
T ST S e T S Tk a S S S S e T
| Type | Lengt h |
T ST S e T S Tk a S S S S e T

I

| HVAC |

/ /

/ o m e e e e e e e e eaao - +

| | Paddi ng |

T S o T s T T o S T il sl S T R S i i

Type 61505

Length length in octets, excluding Type, Length, and
Paddi ng

HVAC HVAC conmput ed over the H P packet, excluding the

HVAC par aneter and any foll owi ng paranmeters, such
as H P_SI GNATURE, HI P_SI GNATURE_2,

ECHO REQUEST_UNSI GNED, or ECHO_RESPONSE_UNSI GNED.
The checksum field MJUST be set to zero and the H P
header length in the H P common header MJST be

cal cul ated not to cover any excluded paraneters
when the HVAC is cal cul ated. The size of the

HVAC is the natural size of the hash conputation
out put dependi ng on the used hash function.

The HMAC cal cul ation and verification process is presented in
Section 6.4. 1.
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The paraneter structure is the same as in Section 5.2.9. The fields

ar e:

Type
Lengt h

HVAC

61569

length in octets, excluding Type, Length, and
Paddi ng

HVAC conmput ed over the H P packet, excluding the
HVAC par aneter and any foll owi ng paranmeters such
as H P_SI GNATURE, HI P_SI GNATURE_2,

ECHO REQUEST_UNSI GNED, or ECHO_RESPONSE_UNSI GNED,
and i ncluding an additional sender’s HOST_ID
paraneter during the HVAC cal cul ati on. The
checksumfield MJST be set to zero and the HP
header length in the H P common header MJST be
cal cul ated not to cover any excluded paraneters
when the HVAC is cal cul ated. The size of the
HVAC is the natural size of the hash conputation
out put dependi ng on the used hash function.

The HMAC cal cul ation and verification process is presented in

Section 6.4.1.

5.2.11. H P_SI GNATURE

0

1 2 3

01234567890123456789012345678901
T S T T S e T S S T i S S S S s i s

I
| SIGalg

/

Type
Lengt h

Type | Lengt h |
T S o T s T T o S T il sl S T R S i i
| Si gnature /
T S o T s T T o S T il sl S T R S i i
| Paddi ng |
T S o T s T T o S T il sl S T R S i i
61697
length in octets, excluding Type, Length, and
Paddi ng

SIG alg
Si gnature

Moskowi tz, et al.

signature al gorithm

the signature is cal cul ated over the H P packet,
excludi ng the H P_SI GNATURE par aneter and any
paraneters that follow the H P_SI GNATURE par anet er
The checksum field MJUST be set to zero, and the HP
header length in the H P common header MJST be
calculated only to the begi nning of the

H P_SI GNATURE par amet er when the signature is

cal cul at ed

Experi nent al [ Page 46]



RFC 5201 Host ldentity Protocol April 2008

The signature algorithnms are defined in Section 5.2.8. The signature
in the Signature field is encoded using the proper nethod dependi ng
on the signature algorithm(e.g., according to [ RFC3110] in case of
RSA/ SHA1, or according to [ RFC2536] in case of DSA).

The HI P_SI GNATURE cal cul ation and verification process is presented
in Section 6.4.2.

5.2.12. HI P_SI GNATURE_2

The paranmeter structure is the sane as in Section 5.2.11. The fields

are:
Type 61633
Lengt h length in octets, excluding Type, Length, and
Paddi ng
SIG alg signature al gorithm
Si gnature Wthin the RL packet that contains the H P_SI GNATURE 2

paraneter, the Initiator’s H T, the checksum
field, and the Opaque and Random #| fields in the
PUZZLE paraneter MJST be set to zero while
computing the H P_SI GNATURE 2 signhature. Further
the H P packet length in the H P header MJST be
adjusted as if the H P_SI GNATURE 2 was not in the
packet during the signature calculation, i.e., the
H P packet length points to the begi nning of

the H P_SI GNATURE_2 paraneter during signing and
verification

Zeroing the Initiator’'s H'T makes it possible to create Rl packets
bef orehand, to mnimze the effects of possible DoS attacks. Zeroing
t he Random #|I and Opaque fields within the PUZZLE paraneter allows
these fields to be popul ated dynanically on preconputed Rils.

Signature cal cul ation and verification follows the process in
Section 6. 4. 2.
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5.2.13. SEQ

0 1 2 3
01234567890123456789012345678901
T ST S e T S Tk a S S S S e T
| Type | Length |
T ST S e T S Tk a S S S S e T
| Update 1D |
T ST S e T S Tk a S S S S e T

Type 385
Lengt h 4
Update 1D 32-bit sequence number

The Update ID is an unsigned quantity, initialized by a host to zero
upon novi ng to ESTABLI SHED state. The Update ID has scope within a
single H P association, and not across nultiple associations or

mul tiple hosts. The Update IDis incremented by one before each new
UPDATE that is sent by the host; the first UPDATE packet ori ginated
by a host has an Update |ID of O.

5.2.14. ACK

0 1 2 3
01234567890123456789012345678901
T S o T s T T o S T il sl S T R S i i
| Type | Length |
T S o T s T T o S T il sl S T R S i i
| peer Update ID |
T S o T s T T o S T il sl S T R S i i

Type 449

Lengt h variable (multiple of 4)

peer Update ID 32-bit sequence nunber corresponding to the
Updat e | D bei ng ACKed.

The ACK paraneter includes one or nore Update | Ds that have been
received fromthe peer. The Length field identifies the nunber of
peer Update IDs that are present in the paraneter.
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5.2.15. ENCRYPTED

0 1 2 3
01234567890123456789012345678901
T S T T S e T S S T i S S S S s i s

| Type | Length |
T S o T s T T o S T il sl S T R S i i
| Reser ved |
T S o T s T T o S T il sl S T R S i i
| |V /
/ /
/ +-+-+-+-+-+- - - -+ - - - - - +-+
+-+-+-+-+-+- - - -+ - - - - - 4=+ /
/ Encrypted data /
/ /
/ T I +
/ | Paddi ng |
T S o T s T T o S T il sl S T R S i i
Type 641
Length length in octets, excluding Type, Length, and
Paddi ng
Reserved zero when sent, ignored when received
IV Initialization vector, if needed, otherw se
nonexi stent. The length of the IVis inferred from
the HHP transform
Encrypt ed The data is encrypted using an encryption algorithm

dat a as defined in H P transform

The ENCRYPTED par anet er encapsul at es anot her paraneter, the encrypted
data, which holds one or nore H P paraneters in block encrypted form

Consequently, the first fields in the encapsul ated parameter(s) are
Type and Length of the first such paraneter, allow ng the contents to
be easily parsed after decryption

The field labelled "Encrypted data" consists of the output of one or
nmore HI P parameters concatenated together that have been passed

t hrough an encryption algorithm Each of these inner paraneters is
padded according to the rules of Section 5.2.1 for paddi ng individua
paraneters. As a result, the concatenated paraneters will be a bl ock
of data that is 8-byte aligned.

Sone encryption algorithms require that the data to be encrypted nust
be a multiple of the cipher algorithmblock size. 1In this case, the
above bl ock of data MJUST include additional padding, as specified by
the encryption algorithm The size of the extra padding is selected
so that the length of the unencrypted data block is a nultiple of the
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ci pher block size. The encryption algorithmmy specify paddi ng
byt es other than zero; for exanple, AES [FIPS01l] uses the PKCS5
paddi ng schene (see section 6.1.1 of [RFC2898]) where the remaining n
bytes to fill the block each have the value n. This yields an
"unencrypted data" block that is transforned to an "encrypted data"

bl ock by the cipher suite. This extra padding added to the set of
paraneters to satisfy the cipher block alignnent rules is not counted
in HP TLV length fields, and this extra paddi ng shoul d be renoved by
the ci pher suite upon decryption

Note that the length of the cipher suite output may be smaller or

| arger than the length of the set of paraneters to be encrypted,
since the encryption process nay conpress the data or add additi onal
paddi ng to the data.

Once this encryption process is conpleted, the Encrypted data field
is ready for inclusion in the Paraneter. |f necessary, additiona
Paddi ng for 8-byte alignnment is then added according to the rul es of
Section 5.2. 1.

5.2.16. NOTI FI CATI ON

The NOTI FI CATI ON paraneter is used to transnit informational data,
such as error conditions and state transitions, to a H P peer. A
NOTI FI CATI ON paraneter may appear in the NOTIFY packet type. The use
of the NOTI FI CATI ON paraneter in other packet types is for further

st udy.
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0 1 2 3
01234567890123456789012345678901
T S T T S e T S S T i S S S S s i s

| Type | Length |
T S o T s T T o S T il sl S T R S i i
| Reserved | Notify Message Type |
T S o T s T T o S T il sl S T R S i i
| /
/ Notification Data /
/ Fom e e e e oo o +
/ Paddi ng |
T S o T s T T o S T il sl S T R S i i
Type 832
Length length in octets, excluding Type, Length, and
Paddi ng
Reserved zero when sent, ignored when received
Noti fy Message specifies the type of notification
Type
Notifi cation informational or error data transmitted in addition
Dat a to the Notify Message Type. Values for this field
are type specific (see bel ow).
Paddi ng any Padding, if necessary, to nmake the paraneter a

mul tiple of 8 bytes.

Notification informati on can be error nessages specifying why an SA
could not be established. It can also be status data that a process
managi ng an SA dat abase wi shes to comunicate with a peer process.
The table below lists the Notification nessages and their
correspondi ng val ues.

To avoid certain types of attacks, a Responder SHOULD avoid sending a
NOTI FI CATION to any host with which it has not successfully verified
a puzzle solution

Types in the range 0-16383 are intended for reporting errors and in
the range 16384-65535 for other status information. An

i npl erentation that receives a NOTIFY packet with a NOTI FI CATI ON
error paraneter in response to a request packet (e.g., 11, 12,
UPDATE) SHOULD assune that the correspondi ng request has failed
entirely. Unrecognized error types MJST be ignored except that they
SHOULD be | ogged.

Notify payloads with status types MJIST be ignored if not recognized.
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NOTI FI CATI ON PARAMETER - ERROR TYPES Val ue

UNSUPPORTED_CRI Tl CAL_PARAMETER_TYPE 1

Sent if the paraneter type has the "critical" bit set and the
paraneter type is not recognized. Notification Data contains
t he two-octet paraneter type.

| NVALI D_SYNTAX 7

Indicates that the H P nessage received was invalid because

some type, length, or value was out of range or because the
request was rejected for policy reasons. To avoid a denial -

of -service attack using forged nessages, this status may only be
returned for packets whose HVAC (if present) and S| GNATURE have
been verified. This status MJST be sent in response to any
error not covered by one of the other status types, and should
not contain details to avoid | eaking infornmation to sonmeone
probing a node. To aid debugging, nore detailed error

i nformati on SHOULD be witten to a console or |og.

NO_DH_PROPCSAL_CHOSEN 14
None of the proposed group | Ds was acceptabl e.
| NVALI D_DH_CHOSEN 15

The DH G oup ID field does not correspond to one offered
by the Responder.

NO_H P_PROPOSAL_CHOSEN 16

None of the proposed H P Transformcrypto suites was
accept abl e.

| NVALI D_H P_TRANSFORM CHOSEN 17

The HI P Transform crypto suite does not correspond to
one offered by the Responder.

AUTHENTI CATI ON_FAI LED 24

Sent in response to a H P signature failure, except when
the signature verification fails in a NOTlIFY nessage.
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CHECKSUM _FAI LED 26
Sent in response to a H P checksum failure.

HVAC_FAI LED 28
Sent in response to a H P HVAC failure.

ENCRYPTI ON_FAI LED 32

The Responder coul d not successfully decrypt the
ENCRYPTED par anet er

I NVALID H' T 40

Sent in response to a failure to validate the peer’s
H T fromthe corresponding H .

BLOCKED BY_POLI CY 42

The Responder is unwilling to set up an association
for some policy reason (e.g., received HT is NULL
and policy does not allow opportunistic node).

SERVER BUSY_PLEASE_RETRY 44

The Responder is unwilling to set up an association as it is
suffering under sone kind of overload and has chosen to shed | oad
by rejecting the Initiator’'s request. The Initiator nmay retry;
however, the Initiator MJUST find another (different) puzzle
solution for any such retries. Note that the Initiator may need
to obtain a new puzzle with a new | 1/ Rl exchange.

NOTI FY MESSAGES - STATUS TYPES Val ue

| 2_ ACKNOW.EDGEMENT 16384

The Responder has an 12 fromthe Initiator but had to queue the |2
for processing. The puzzle was correctly solved and the Responder
iswlling to set up an association but currently has a nunber of
I2s in the processing queue. R2 will be sent after the 12 has
been processed.
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5.2.17. ECHO REQUEST S| GNED

0 1 2 3

01234567890123456789012345678901
T ST S e T S Tk a S S S S e T
| Type | Length |
T ST S e T S Tk a S S S S e T
| Opaque data (vari abl e | ength) |
T ST S e T S Tk a S S S S e T

Type 897

Lengt h vari abl e

Opaque data opaque data, supposed to be nmeaningful only to the
node that sends ECHO REQUEST_SI GNED and receives a
correspondi ng ECHO RESPONSE_SI GNED or
ECHO_RESPONSE_UNSI GNED.

The ECHO REQUEST_SI GNED par aneter contains an opaque bl ob of data
that the sender wants to get echoed back in the corresponding reply
packet .

The ECHO REQUEST_SI GNED and correspondi ng echo response paraneters
MAY be used for any purpose where a node wants to carry sonme state in
a reqgquest packet and get it back in a response packet. The

ECHO REQUEST _SIGNED i s covered by the HVAC and SI GNATURE. A H P
packet can contain only one ECHO REQUEST_SI GNED or

ECHO REQUEST_UNSI GNED par aneter. The ECHO REQUEST_SI GNED par amnet er
MJST be responded to with a correspondi ng echo response.

ECHO _RESPONSE_SI GNED SHOULD be used, but if it is not possible, e.g.,
due to a m ddl ebox-provi ded response, it MAY be responded to with an
ECHO_RESPONSE_UNSI GNED.

5.2.18. ECHO REQUEST_UNSI GNED

0 1 2 3

01234567890123456789012345678901
T ST S e T S Tk a S S S S e T
| Type | Length |
T ST S e T S Tk a S S S S e T
| Opaque data (vari abl e | ength) |
T ST S e T S Tk a S S S S e T

Type 63661

Lengt h vari abl e

Opaque data opaque data, supposed to be nmeaningful only to the
node that sends ECHO REQUEST_UNSI GNED and receives a
correspondi ng ECHO RESPONSE_UNSI GNED.
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The ECHO REQUEST_UNSI GNED par aneter contains an opaque bl ob of data
that the sender wants to get echoed back in the corresponding reply
packet .

The ECHO REQUEST_UNSI GNED and correspondi ng echo response paraneters
MAY be used for any purpose where a node wants to carry sonme state in
a reqgquest packet and get it back in a response packet. The

ECHO REQUEST_UNSI GNED i s not covered by the HVAC and SI GNATURE. A

H P packet can contain one or nore ECHO REQUEST_UNSI GNED par aneters.
It is possible that mni ddl eboxes add ECHO REQUEST UNSI GNED par aneters
in H P packets passing by. The sender has to create the Opaque field
so that it can later identify and renove the correspondi ng

ECHO _RESPONSE_UNSI GNED par anet er

The ECHO REQUEST_UNSI GNED par aneter MJST be responded to with an
ECHO _RESPONSE_UNSI GNED par anet er

5.2.19. ECHO RESPONSE_SI GNED

0 1 2 3
01234567890123456789012345678901
T ST S e T S Tk a S S S S e T
| Type | Length |
T ST S e T S Tk a S S S S e T
| Opaque data (vari abl e | ength) |
T ST S e T S Tk a S S S S e T

Type 961

Lengt h vari abl e

Opaque data opaque data, copied unnodified fromthe
ECHO REQUEST_SI GNED or ECHO REQUEST UNSI GNED
paraneter that triggered this response.

The ECHO RESPONSE S| GNED par anet er contai ns an opaque bl ob of data
that the sender of the ECHO REQUEST_SI GNED wants to get echoed back
The opaque data is copied unnodified fromthe ECHO REQUEST_SI GNED
par aneter.

The ECHO REQUEST_SI GNED and ECHO RESPONSE_SI GNED par aneters MAY be
used for any purpose where a node wants to carry sone state in a
request packet and get it back in a response packet. The

ECHO RESPONSE_SI GNED i s covered by the HVAC and SI GNATURE.
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5.2.20. ECHO RESPONSE_UNSI GNED

0 1 2 3
01234567890123456789012345678901
T ST S e T S Tk a S S S S e T
| Type | Length |
T ST S e T S Tk a S S S S e T
| Opaque data (vari abl e | ength) |
T ST S e T S Tk a S S S S e T

Type 63425

Lengt h vari abl e

Opaque data opaque data, copied unnodified fromthe
ECHO REQUEST_SI GNED or ECHO REQUEST UNSI GNED
paraneter that triggered this response.

The ECHO RESPONSE UNSI GNED par amet er contai ns an opaque bl ob of data
that the sender of the ECHO REQUEST_SI GNED or ECHO REQUEST_UNSI GNED

wants to get echoed back. The opaque data is copied unnodified from
the correspondi ng echo request paraneter.

The echo request and ECHO RESPONSE UNSI GNED par ameters MAY be used
for any purpose where a node wants to carry some state in a request
packet and get it back in a response packet. The

ECHO RESPONSE_UNSI GNED i s not covered by the HVAC and SI GNATURE

5.3. H P Packets
There are eight basic H P packets (see Table 10). Four are for the

H P base exchange, one is for updating, one is for sending
notifications, and two are for closing a H P associ ati on.
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I1 - the HP Initiator Packet

I I I
I 2 I Rl - the H P Responder Packet I
I 3 I 2 - the Second HIP Initiator Packet I
I 4 I R2 - the Second HI P Responder Packet I
I 16 I UPDATE - the HI P Update Packet I
I 17 I NOTIFY - the H P Notify Packet I
I 18 I CLCSE - the HI P Association O osing Packet I
I 19 I CLOSE_ACK - the H P C osing Acknow edgment I
| | Packet |
o e e e e oo oo o +

Tabl e 10: H P packets and packet type nunbers

Packets consist of the fixed header as described in Section 5.1,
followed by the paraneters. The parameter part, in turn, consists of
zero or nore TLV-coded paraneters.

In addition to the base packets, other packet types will be defined
later in separate specifications. For exanple, support for nobility
and multi-homing is not included in this specification.

See Notation (Section 2.2) for used operations.

In the future, an OPTI ONAL upper-|ayer payl oad MAY follow the H P
header. The Next Header field in the header indicates if there is
additional data following the H P header. The H P packet, however,
MUST NOT be fragmented. This limts the size of the possible

addi tional data in the packet.
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5.

5.

3.

3.

1. 11 - the HP Initiator Packet
The HI P header values for the |1 packet:
Header :
Packet Type =1
SRCHT = Initiator’s HT
DST HHT = Responder’s HI T, or NULL
IP( HP () )
The 11 packet contains only the fixed H P header

Valid control bits: none

The Initiator gets the Responder’s HI T either froma DNS | ookup of

t he Responder’s FQDN, from sone other repository, or froma | ocal
table. If the Initiator does not know the Responder’s H T, it may
attenpt to use opportunistic node by using NULL (all zeros) as the
Responder’s HIT. See also "H P Opportuni stic Mde" (Section 4.1.6).

Since this packet is so easy to spoof even if it were signed, no
attenpt is made to add to its generation or processing cost.

| mpl enent ati ons MJUST be able to handle a storm of received |1
packets, discarding those with comon content that arrive within a
small tinme delta.

2. Rl - the H P Responder Packet

The HI P header values for the Rl packet:

Header :
Packet Type = 2
SRC HT = Responder’s H' T
DST HT =Initiator’s HT

IP ( HP ( [ RL_COUNTER, ]
PUZZLE,
DI FFI E_HELLMAN,
HI P_TRANSFORM
HOST I D,
[ ECHO REQUEST_SI GNED, |
HI P_SI GNATURE_2 )
<, ECHO REQUEST_UNSI GNED >i)

Valid control bits: A
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|f the Responder’s H is an anonynous one, the A control MJST be set.

The Initiator’s H'T MIUST match the one received in I1. If the
Responder has multiple H's, the Responder’s H T used MJST match
Initiator’'s request. If the Initiator used opportunistic node, the
Responder may select freely anong its H's. See also "H P

Qpportuni stic Mde" (Section 4.1.6).

The Rl generation counter is used to determine the currently valid
generation of puzzles. The value is increased periodically, and it
is RECOWENDED that it is increased at |least as often as solutions to
ol d puzzles are no | onger accepted.

The Puzzle contains a Random #l and the difficulty K The difficulty
K indicates the nunber of |ower-order bits, in the puzzle hash
result, that nust be zeros; see Section 4.1.2. The Random #|l is not
covered by the signature and nust be zeroed during the signature

cal cul ation, allow ng the sender to select and set the #l into a
preconmputed Rl just prior sending it to the peer

The Diffie-Hellman value is epheneral, and one value SHOULD be used
only for one connection. Once the Responder has received a valid
response to an Rl packet, that Diffie-Hellman val ue SHOULD be
deprecated. Because it is possible that the Responder has sent the
sane Diffie-Hellman value to different hosts sinmultaneously in
correspondi ng R1 packets, those responses should al so be accepted.
However, as a defense against |11 storms, an inplenentati on MAY
propose, and re-use if not avoidable, the sane Diffie-Hellmn val ue
for a period of tine, for exanple, 15 minutes. By using a snal
nunber of different puzzles for a given Diffie-Hellman value, the Rl
packets can be preconputed and delivered as quickly as |1 packets
arrive. A scavenger process should clean up unused Diffie-Hellnman
val ues and puzzl es.

Re-using Diffie-Hell man public keys opens up the potential security
risk of nore than one Initiator ending up with the same keying
material (due to faulty random nunber generators). Al so, nore than
one lnitiator using the sane Responder public key half may lead to
potentially easier cryptographic attacks and to inperfect forward
security.

However, these risks involved in re-using the same key are
statistical; that is, the authors are not aware of any mechani smthat
woul d al | ow mani pul ati on of the protocol so that the risk of the re-
use of any given Responder Diffie-Hellnman public key would differ
fromthe base probability. Consequently, it is RECOMVENDED t hat

i npl enentations avoid re-using the sane D-H key with nultiple
Initiators, but because the risk is considered statistical and not
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known to be nani pul abl e, the inplenentati ons MAY re-use a key in
order to ease resource-constrained inplenmentations and to increase
the probability of successful comunication with legitimte clients
even under an 11 storm In particular, when it is too expensive to
gener ate enough preconmputed Rl packets to supply each potenti al
Initiator with a different D-H key, the Responder MAY send the same
D-H key to several Initiators, thereby creating the possibility of
multiple legitimate Initiators ending up using the sanme Responder -
side public key. However, as soon as the Responder knows that it
will use a particular D-H key, it SHOULD stop offering it. This
design is ainmed to allow resource-constrai ned Responders to offer
services under |1 storns and to sinmultaneously make the probability
of D-H key re-use both statistical and as | ow as possi bl e.

If a future version of this protocol is considered, we strongly
recommend that these issues be studied again. Especially, the
current design allows hosts to becone potentially nore vulnerable to
a statistical, lowprobability problemduring 11 storm attacks than
what they are if no attack is taking place; whether this is
acceptabl e or not should be reconsidered in the Iight of any new
experience gai ned.

The HI P_TRANSFORM contains the encryption and integrity algorithns
supported by the Responder to protect the H exchange, in the order
of preference. Al inplenmentations MJST support the AES [ RFC3602]

wi t h HVAC- SHA- 1- 96 [ RFC2404] .

The ECHO REQUEST_SI GNED and ECHO REQUEST_UNSI GNED cont ai ns data that
the sender wants to receive unnodified in the correspondi ng response
packet in the ECHO RESPONSE_SI GNED or ECHO RESPONSE_UNSI GNED

par aneter.

The signature is calcul ated over the whole H P envel ope, after
setting the Initiator’s H T, header checksum as well as the Opaque
field and the Random #I in the PUZZLE paraneter tenporarily to zero,
and excl udi ng any paraneters that follow the signature, as described
in Section 5.2.12. This allows the Responder to use preconmputed Rls.
The Initiator SHOULD validate this signature. It SHOULD check that
the Responder’s H received matches with the one expected, if any.
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5.3.3. 12 - the Second H P Initiator Packet

The HI P header values for the |2 packet:

Header :
Type = 3
SRCHT = Initiator’s HT
DST HHT = Responder’s H'T

IP ( HP ( [RL_COUNTER ]
SOLUTI ON,
DI FFl E_HELLMAN,
H P_TRANSFORM
ENCRYPTED { HOST_ID } or HOST_ID,
[ ECHO RESPONSE_SI GNED |, ]
HVAC,
H P_SI GNATURE
<, ECHO RESPONSE_UNSI GNED>i ) )

Valid control bits: A
The HI Ts used MJST match the ones used previously.
If the Initiator’s H is an anonynous one, the A control MJST be set.

The Initiator MAY include an unnodified copy of the RL_COUNTER
paraneter received in the corresponding RlL packet into the |2 packet.

The Sol ution contains the Random #l from Rl and the conputed #J. The
| ow-order K bits of the RHASH(I | ... | J) MJST be zero.

The Diffie-Hell man value is epheneral. |f preconputed, a scavenger
process should clean up unused Diffie-Hellnman values. The Responder
may re-use Diffie-Hellmn val ues under some conditions as specified
in Section 5.3.2.

The H P_TRANSFORM contains the single encryption and integrity
transform sel ected by the Initiator, that will be used to protect the
H exchange. The chosen transform MJST correspond to one of fered by
the Responder in the RL. All inplenentations MJST support the AES
transform [ RFC3602] .

The Initiator’s H MAY be encrypted using the H P_TRANSFORM

encryption algorithm The keying material is derived fromthe
Diffie-Hell man exchanged as defined in Section 6.5.
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The ECHO RESPONSE_SI GNED and ECHO RESPONSE_UNSI GNED contai n the
unnodi fi ed Opaque data copied fromthe correspondi ng echo request
par aneter.

The HVAC i s cal cul ated over the whole H P envel ope, excluding any
paraneters after the HVAC, as described in Section 6.4.1. The
Responder MJST val i date the HVAC.
The signature is cal cul ated over the whole H P envel ope, excluding
any paraneters after the H P_SI GNATURE, as described in
Section 5.2.11. The Responder MJST validate this signature. |t MAY
use either the H in the packet or the H acquired by sone other
neans.
5.3.4. R2 - the Second H P Responder Packet
The HI P header values for the R2 packet:
Header :
Packet Type = 4
SRC HT = Responder’s H T
DST HT =Initiator’s HT
IP ( HHP ( HVAC 2, HI P_SI GNATURE ) )
Valid control bits: none
The HVAC 2 is cal cul ated over the whole H P envel ope, with
Responder’s HOST_I D parameter concatenated with the H P envel ope.
The HOST_ID paraneter is renoved after the HVAC cal cul ation. The
procedure is described in Section 6.4.1.
The signature is cal cul ated over the whole H P envel ope.
The Initiator MJST validate both the HVAC and t he signature.
5.3.5. UPDATE - the H P Update Packet
Support for the UPDATE packet is MANDATORY
The HI P header values for the UPDATE packet:
Header :
Packet Type = 16
SRCHT = Sender’s H'T
DST HT = Recipient’s HT

IP( HP ( [SEQ ACK, ] HVAC, H P_SIGNATURE ) )
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Valid control bits: None

The UPDATE packet contai ns mandatory HVAC and HI P_SI GNATURE
paraneters, and ot her optional paraneters.

The UPDATE packet contains zero or one SEQ paraneter. The presence
of a SEQ paraneter indicates that the receiver MJST ACK t he UPDATE

An UPDATE that does not contain a SEQ parameter is sinply an ACK of a
previ ous UPDATE and itself MJST NOT be ACKed.

An UPDATE packet contains zero or one ACK paraneters. The ACK

par anet er echoes the SEQ sequence number of the UPDATE packet being
ACKed. A host MAY choose to ACK nore than one UPDATE packet at a
time; e.g., the ACK may contain the last two SEQ val ues received, for
robustness to ACK | oss. ACK values are not cunul ative; each received
uni que SEQ val ue requires at |east one correspondi ng ACK value in
reply. Received ACKs that are redundant are ignored.

The UPDATE packet may contain both a SEQ and an ACK paraneter. In
this case, the ACK i s being piggybacked on an outgoi ng UPDATE. In
general , UPDATEs carrying SEQ SHOULD be ACKed upon conpletion of the
processi ng of the UPDATE. A host MAY choose to hold the UPDATE
carrying ACK for a short period of tinme to allow for the possibility
of piggybacking the ACK paraneter, in a manner simlar to TCP del ayed
acknow edgnent s.

A sender MAY choose to forgo reliable transm ssion of a particul ar
UPDATE (e.g., it becones overcone by events). The semantics are such
that the receiver MJST acknowl edge the UPDATE, but the sender MNAY
choose to not care about receiving the ACK

UPDATEs MAY be retransmitted without increnenting SEQ |If the sane
subset of paranmeters is included in nultiple UPDATEsS with different
SEQs, the host MJST ensure that the receiver’s processing of the
paraneters multiple times will not result in a protocol error.

5.3.6. NOTIFY - the HP Notify Packet

The NOTI FY packet is OPTIONAL. The NOTIFY packet MAY be used to
provide information to a peer. Typically, NOTIFY is used to indicate
some type of protocol error or negotiation failure. NOTIFY packets
are unacknow edged. The receiver can handl e the packet only as

i nformati onal, and SHOULD NOT change its HI P state (Section 4.4.1)
based purely on a received NOTIFY packet.
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The HI P header values for the NOTIFY packet:
Header:
Packet Type = 17
SRCHT = Sender’s HT
DST HT = Recipient’s HT, or zero if unknown
IP ( HI P (<NOTIFICATION>i, [HOST_ID, ] H P_SI GNATURE) )
Valid control bits: None

The NOTI FY packet is used to carry one or nore NOTIFI CATI ON
par anmet ers.

5.3.7. CLCSE - the H P Association C osing Packet

The HI P header values for the CLOSE packet:

Header :
Packet Type = 18
SRCHT = Sender’s H'T
DST HT = Recipient’s HT

|P ( H P ( ECHO REQUEST SI GNED, HVAC, H P_SI GNATURE ) )
Valid control bits: none
The sender MUST include an ECHO REQUEST_SI GNED used to validate
CLOSE_ACK received in response, and both an HVMAC and a signature
(cal cul ated over the whole H P envel ope).
The receiver peer MIST validate both the HVAC and the signature if it
has a H P association state, and MJUST reply with a CLOSE ACK
cont ai ni ng an ECHO RESPONSE_SI GNED corresponding to the received
ECHO_REQUEST_SI GNED.
5.3.8. CLOSE _ACK - the H P d osing Acknow edgnent Packet
The HI P header values for the CLOSE_ACK packet:
Header :
Packet Type = 19
SRCHT = Sender’s H'T
DST HT = Recipient’s HT
P ( H P ( ECHO RESPONSE S| GNED, HWVAC, HI P_SI GNATURE ) )

Valid control bits: none
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The sender MUST i nclude both an HVAC and signature (cal cul ated over
t he whole H P envel ope).

The receiver peer MJST validate both the HVAC and the signature.

5.4. | CWP Messages

When a HI P inplenmentation detects a problemw th an i nconm ng packet,
and it either cannot determine the identity of the sender of the
packet or does not have any existing H P association with the sender
of the packet, it MAY respond with an | CMP packet. Any such replies
MJST be rate-linited as described in [RFC2463]. In nost cases, the

| CMP packet will have the Paraneter Problemtype (12 for |CWv4, 4
for ICMPv6), with the Pointer field pointing to the field that caused
the | CMP nessage to be generat ed.

5.4.1. I nvalid Version

If a H P inplementation receives a H P packet that has an
unrecogni zed H P version nunber, it SHOULD respond, rate-limted,
with an | CVMP packet with type Paraneter Problem the Pointer pointing
to the VER /RES. byte in the H P header.

5.4.2. Oher Problens with the H P Header and Packet Structure

If a H P inplementation receives a H P packet that has other
unrecoverabl e problens in the header or packet format, it MAY
respond, rate-limted, with an | CMP packet with type Paraneter
Problem the Pointer pointing to the field that failed to pass the
format checks. However, an inplenentation MUST NOT send an | CVP
nmessage if the checksumfails; instead, it MJST silently drop the
packet .

5.4.3. Invalid Puzzle Sol ution

If a H P inplementation receives an |12 packet that has an invalid
puzzl e solution, the behavior depends on the underlying version of
IP. If IPv6 is used, the inplenmentati on SHOULD respond with an | CW
packet with type Paraneter Problem the Pointer pointing to the

begi nning of the Puzzle solution #J field in the SCLUTI ON payl oad in
the H P nessage.

If IPv4 is used, the inplenentation MAY respond with an | CVMP packet
with the type Paraneter Problem copying enough of bytes fromthe 12
nmessage so that the SOLUTI ON paraneter fits into the | CVP nessage,
the Pointer pointing to the beginning of the Puzzle solution #J
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field, as in the I Pv6 case. Note, however, that the resulting | CWv4
nmessage exceeds the typical |1 CMPv4 nessage size as defined in
[ RFC0792] .

5.4.4. Non-Existing H P Associ ation

If a HP inplenmentation receives a CLOSE or UPDATE packet, or any

ot her packet whose handling requires an existing association, that
has either a Receiver or Sender H T that does not match with any

exi sting H P association, the inplenentation MAY respond, rate-
limted, with an | CVMP packet with the type Paraneter Problem and
with the Pointer pointing to the beginning of the first HT that does
not natch.

A host MJST NOT reply with such an ICVWP if it receives any of the
following messages: 11, R2, 12, R2, and NOTI FY. \When introduci ng new
packet types, a specification SHOULD define the appropriate rules for
sendi ng or not sending this kind of ICWP reply.

6. Packet Processing

Each host is assuned to have a single H P protocol inplenentation

t hat manages the host’s HI P associ ations and handl es requests for new
ones. Each H P association is governed by a conceptual state

machi ne, with states defined above in Section 4.4. The H P

i npl ementation can sinultaneously nmaintain H P associations with nore
than one host. Furthernore, the H P inplenentati on may have nore
than one active H P association with another host; in this case, HP
associ ati ons are distinguished by their respective HTs. It is not
possi bl e to have nore than one HI P associ ati on between any given pair
of HTs. Consequently, the only way for two hosts to have nore than
one parallel association is to use different H Ts, at |east at one
end.

The processing of packets depends on the state of the HP
association(s) with respect to the authenticated or apparent
originator of the packet. A H P inplenentation determ nes whether it
has an active association with the originator of the packet based on
the HHTs. In the case of user data carried in a specific transport
format, the transport format document specifies how the inconing
packets are nmatched with the active associations.

6.1. Processing Qutgoing Application Data
In a HP host, an application can send application-|level data using
an identifier specified via the underlying API. The APl can be a

backwar ds- conpati bl e APl (see [HIP-APP]), using identifiers that | ook
simlar to |IP addresses, or a conpletely new APlI, providi ng enhanced
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services related to Host Identities. Depending on the HP
i npl ementation, the identifier provided to the application nay be
different; for exanple, it can be a HT or an I P address.

The exact format and nethod for transferring the data fromthe source
H P host to the destination H P host is defined in the correspondi ng
transport format docunent. The actual data is transferred in the
network using the appropriate source and destination |P addresses.

In this document, conceptual processing rules are defined only for
the base case where both hosts have only single usable | P addresses;
the nulti-address nulti-homing case will be specified separately.

The foll owi ng conceptual algorithmdescribes the steps that are
required for handling outgoing datagrans destined to a HIT.

1. If the datagram has a specified source address, it MJST be a HT.
If it is not, the inmplenmentati on MAY repl ace the source address
with a HT. Oherwise, it MJST drop the packet.

2. |If the datagram has an unspecified source address, the
i npl enent ati on nmust choose a suitable source H T for the
dat agr am
3. If there is no active H P association with the given <source,

destination> H T pair, one nust be created by running the base
exchange. Wile waiting for the base exchange to conplete, the
i mpl enent ati on SHOULD queue at | east one packet per H P
association to be fornmed, and it MAY queue nore than one.

4. Once there is an active H P association for the given <source,
destination> H T pair, the outgoing datagramis passed to
transport handling. The possible transport formats are defined
in separate docunents, of which the ESP transport format for H P
is mandatory for all H P inplenentations.

5. Before sending the packet, the H Ts in the datagram are repl aced
with suitable I P addresses. For 1Pv6, the rules defined in
[ RFC3484] SHOULD be followed. Note that this H T-to-IP-address
conversion step MAY al so be perfornmed at sone other point in the
stack, e.g., before wapping the packet into the output format.

6.2. Processing Incoming Application Data
The follow ng conceptual al gorithm describes the incom ng datagram
handl i ng when H Ts are used at the receiving host as application-

level identifiers. Myre detailed steps for processing packets are
defined in correspondi ng transport format docunents.
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1. The incomng datagramis mapped to an existing H P association,
typically using sone infornmation fromthe packet. For exanple,
such mappi ng may be based on the ESP Security Paraneter |ndex
(SPI).

2. The specific transport format is unwapped, in a way dependi ng on
the transport format, yielding a packet that |ooks like a
standard (unencrypted) IP packet. |If possible, this step SHOULD
al so verify that the packet was indeed (once) sent by the renote
H P host, as identified by the H P associati on.

Dependi ng on the used transport node, the verification nethod can
vary. Wiile the H (as well as HIT) is used as the higher-1layer
identifier, the verification nethod has to verify that the data
packet was sent by a node identity and that the actual identity
maps to this particular HT. Wen using ESP transport format

[ RFC5202], the verification is done using the SPI value in the
data packet to find the corresponding SA with associated H T and
key, and decrypting the packet with that associated key.

3. The I P addresses in the datagramare replaced with the H Ts
associated with the H P association. Note that this |P-address-
to-H T conversion step MAY al so be perforned at some ot her point
in the stack.

4. The datagramis delivered to the upper |ayer. When
denul ti pl exi ng the datagram the right upper-|ayer socket is
based on the HI Ts.

6.3. Solving the Puzzle

Thi s subsection describes the puzzle-solving details.

In Rl, the values | and K are sent in network byte order. Simlarly,

inl2, the values | and J are sent in network byte order. The hash

is created by concatenating, in network byte order, the follow ng
data, in the follow ng order and using the RHASH al gorithm

64-bit randomvalue I, in network byte order, as appearing in Rl
and | 2.

128-bit Initiator’s HI'T, in network byte order, as appearing in
the HIP Payload in RL and 1 2.

128-bit Responder’s HIT, in network byte order, as appearing in
the HIP Payload in RL and 1 2.

64-bit randomvalue J, in network byte order, as appearing in |2.
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In order to be a valid response puzzle, the KIloworder bits of the
resul ti ng RHASH di gest nust be zero.

Not es:
i) The length of the data to be hashed is 48 bytes.
ii) All the data in the hash input MJST be in network byte order.

iii) The order of the Initiator’s and Responder’s H Ts are
different in the RL and |2 packets; see Section 5.1. Care nust be
taken to copy the values in the right order to the hash input.

The follow ng procedure describes the processing steps involved,
assunming that the Responder chooses to preconpute the Rl packets:

Preconmput ati on by the Responder:
Sets up the puzzle difficulty K
Creates a signed Rl and caches it.

Responder:
Sel ects a suitable cached R1.
Cenerates a random nunber |
Sends | and Kin an RI.
Saves | and K for a Delta tine.

Initiator:
CGenerates repeated attenpts to solve the puzzle until a matching J
i s found:
Ltrunc( RHASH( | | HIT-1 | HHT-R| J ), K) ==

Sends | and J in an |2.

Responder:
Verifies that the received | is a saved one.
Finds the right K based on |
Conputes V := Ltrunc( RHASH( | | HT-1 | HT-R| J ), K)
Rejects if V!=20
Accept if V ==
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6.4. HWVAC and SI GNATURE Cal cul ati on and Verification

The follow ng subsections define the actions for processi ng HVAC,
H P_SI GNATURE and HI P_SI GNATURE 2 par anet ers.

6.4.1. HVAC Cal cul ation
The followi ng process applies both to the HVAC and HVAC 2 paraneters.
When processing HVAC 2, the difference is that the HMAC cal cul ati on
i ncludes a pseudo HOST_ID field containing the Responder’s
information as sent in the RL packet earlier.
Both the Initiator and the Responder should take sone care when
verifying or calculating the HVAC 2. Specifically, the Responder
shoul d preserve other parameters than the HOST_I D when sending the
R2. Also, the Initiator has to preserve the HOST_ID exactly as it
was received in the Rl packet.
The scope of the calculation for HWAC and HVAC 2 i s:
HVAC. { HI P header | [ Paraneters ] }
where Paraneters include all H P paranmeters of the packet that is
being calculated with Type values from1 to (HVAC s Type value - 1)
and exclude paraneters with Type val ues greater or equal to HVAC s
Type val ue.
During HVAC cal cul ation, the follow ng appli es:
0 In the HP header, the Checksumfield is set to zero.

0o In the H P header, the Header Length field value is calculated to
t he begi nning of the HMAC paraneter

Parameter order is described in Section 5.2.1.

HVAC 2: { HI P header | [ Paraneters ] | HOST_ID }

where Paraneters include all H P paranmeters for the packet that is
being cal cul ated with Type values from1 to (HVAC 2's Type value - 1)
and exclude paraneters with Type val ues greater or equal to HVAC 2’ s
Type val ue.

During HVAC 2 cal cul ation, the follow ng appli es:

o In the H P header, the Checksumfield is set to zero.
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0o In the HP header, the Header Length field value is calculated to
the begi nning of the HVAC 2 paraneter and added to the length of
the concat enated HOST_I D paraneter |ength.

0 HOST_ID paraneter is exactly in the formit was received in the Rl
packet fromthe Responder.

Parameter order is described in Section 5.2.1, except that the
HOST_I D paraneter in this calculation is added to the end.

The HVAC paraneter is defined in Section 5.2.9 and the HVAC 2
paraneter in Section 5.2.10. The HVAC cal cul ati on and verification
process (the process applies both to HVAC and HVAC 2 except where
HVAC 2 is nentioned separately) is as foll ows:

Packet sender:

1. Create the H P packet, without the HVAC, H P_SI GNATURE,
H P_SI GNATURE_2, or any other paraneter with greater Type val ue
than t he HVAC par aneter has.

2. In case of HVAC 2 calculation, add a HOST_I D (Responder)
paranmeter to the end of the packet.

3. Calculate the Header Length field in the H P header including the
added HOST_I D paraneter in case of HMAC 2.

4. Conpute the HVAC using either H P-gl or HHP-lg integrity key
retrieved from KEYMAT as defined in Section 6.5.

5. In case of HVAC 2, renpve the HOST I D paraneter fromthe packet.

6. Add the HVAC paraneter to the packet and any paraneter with
greater Type value than the HVAC s (HVAC 2’'s) that may follow,
i ncl udi ng possi bl e H P_SI GNATURE or HI P_SI GNATURE_2 paraneters

7. Recalculate the Length field in the H P header.

Packet receiver:

1. Verify the H P header Length field.

2. Renove the HVAC or HVAC 2 paraneter, as well as all other
paraneters that followit with greater Type val ue incl udi ng

possi bl e H P_SI GNATURE or H P_SI GNATURE 2 fields, saving the
contents if they will be needed | ater.
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3. In case of HVAC 2, build and add a HOST_ID paranmeter (with
Responder information) to the packet. The HOST_I D paraneter
shoul d be identical to the one previously received fromthe
Responder.

4. Recalculate the H P packet length in the H P header and clear the
Checksumfield (set it to all zeros). |In case of HVAC 2, the
length is calculated with the added HOST_I D paraneter.

5. Conmpute the HVAC using either HHIP-gl or HHP-Ig integrity key as
defined in Section 6.5 and verify it agai nst the recei ved HVAC.

6. Set Checksum and Header Length field in the H P header to
origi nal val ues.

7. 1n case of HVAC 2, renpve the HOST_I D paraneter fromthe packet
before further processing.

6.4.2. Signature Calcul ation

The follow ng process applies both to the H P_SI GNATURE and

H P_SI GNATURE_2 paraneters. \When processing H P_SI GNATURE 2, the
only difference is that instead of H P_SI GNATURE paraneter, the

H P_SI GNATURE_2 paraneter is used, and the Initiator’s H T and PUZZLE
Opaque and Random #| fields are cleared (set to all zeros) before
computing the signature. The H P_SI GNATURE paraneter is defined in
Section 5.2.11 and the H P_SI GNATURE_2 paraneter in Section 5.2.12.

The scope of the calculation for H P_SI GNATURE and HI P_SI GNATURE_2
is:

H P_SI GNATURE: { HI P header | [ Paraneters ] }

where Paraneters include all H P paranmeters for the packet that is
bei ng calculated with Type values from1 to (H P_SI GNATURE s Type
value - 1).

During signature cal culation, the follow ng apply:

o In the H P header, the Checksumfield is set to zero.

0o In the H P header, the Header Length field value is calculated to
t he begi nning of the H P_SI GNATURE par anet er.

Paraneter order is described in Section 5.2.1.
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H P_SI GNATURE_2: { HI P header | [ Paraneters ] }

where Paraneters include all H P paranmeters for the packet that is
being calculated with Type values from1 to (H P_SIGNATURE 2's Type
value - 1).

During signature cal culation, the follow ng apply:

o In the HP header, the Initiator’'s HT field and Checksum fi el ds
are set to zero.

0o In the H P header, the Header Length field value is calculated to
t he begi nning of the H P_SI GNATURE_2 paraneter.

0 PUZZLE paraneter’s Opaque and Random #|l fields are set to zero.
Paraneter order is described in Section 5.2.1.

Si gnature cal cul ation and verification process (the process applies
both to H P_SI GNATURE and HI P_SI GNATURE 2 except in the case where
H P_SI GNATURE 2 is separately nentioned):

Packet sender:

1. Create the H P packet without the H P_SI GNATURE par aneter or any
paraneters that follow the H P_SI GNATURE par anet er

2. Calculate the Length field and zero the Checksumfield in the H P
header. In case of H P_SIGNATURE 2, set Initiator’s HT field in
the H P header as well as PUZZLE paraneter’s Opaque and Random #l
fields to zero.

3. Conpute the signature using the private key corresponding to the
Host ldentifier (public key).

4. Add the HI P_SI GNATURE paraneter to the packet.
5. Add any paraneters that follow the H P_SI GNATURE par anet er

6. Recalculate the Length field in the H P header, and cal cul ate the
Checksum fi el d.
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Packet receiver:
1. Verify the H P header Length field.

2. Save the contents of the H P_SI GNATURE paraneter and any
paraneters followi ng the H P_SI GNATURE paraneter and renove them
fromthe packet.

3. Recalculate the H P packet Length in the H P header and clear the
Checksum field (set it to all zeros). |In case of
H P_SI GNATURE 2, set Initiator’s H T field in H P header as well
as PUZZLE paraneter’s Opaque and Random #|l fields to zero.

4. Conpute the signature and verify it against the received
signature using the packet sender’s Host ldentifier (public key).

5. Restore the original packet by adding renpved paraneters (in step
2) and resetting the values that were set to zero (in step 3).

The verification can use either the H received froma H P packet,
the H froma DNS query, if the FQDN has been received in the HOST_ID
packet, or one received by sone other neans.

.5.  H P KEYMAT Generation

H P keying material is derived fromthe Diffie-Hellman session key,
Kij, produced during the H P base exchange (Section 4.1.3). The
Initiator has Kij during the creation of the |12 packet, and the
Responder has Kij once it receives the 12 packet. This is why |2 can
al ready contain encrypted infornmation

The KEYMAT is derived by feeding Kij and the H Ts into the follow ng
operation; the | operation denotes concatenation

KEYMAT = K1 | K2 | K3 |

wher e
KL = RHASH( Kij | sort(HIT-1 | HT-R | | | J | Ox0l)
K2 = RHASH( Kij | KL | Ox02 )
K3 = RHASH( Kij | K2 | Ox03 )
K255 = RHASH( Kij | K254 | Oxff )
K256 = RHASH( Kij | K255 | 0x00 )
etc.
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Sort(H T-1 | HT-R) is defined as the network byte order
concatenation of the two HITs, with the snmaller H T preceding the
larger HT, resulting fromthe nuneric comparison of the two H Ts
interpreted as positive (unsigned) 128-bit integers in network byte
or der.

| and J values are fromthe puzzle and its solution that were
exchanged in Rl and |2 nessages when this H P association was set up.

Both hosts have to store | and J values for the H P association for
future use.

The initial keys are drawn sequentially in the order that is
determ ned by the nuneric conparison of the two HI Ts, with conparison
nmet hod described in the previous paragraph. HOST_g denotes the host
with the greater HI'T value, and HOST_| the host with the lower H T
val ue.
The drawi ng order for initial keys:

H P-gl encryption key for HOST_g's outgoing H P packets

H P-gl integrity (HVAC) key for HOST g’ s outgoing H P packets

H P-1g encryption key (currently unused) for HOST_I's outgoing H P
packet s

H P-1g integrity (HVAC) key for HOST |I's outgoing H P packets

The nunber of bits drawn for a given algorithmis the "natural" size
of the keys. For the mandatory algorithnms, the follow ng sizes

appl y:

AES 128 bits
SHA-1 160 bits
NULL O bits

I f other key sizes are used, they nust be treated as different
encryption algorithnms and defined separately.

6.6. Initiation of a H P Exchange
An inplementation may originate a H P exchange to another host based

on a local policy decision, usually triggered by an application
datagram in nuch the same way that an | Psec | KE key exchange can
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6.

6.

dynamically create a Security Association. Alternatively, a system
may initiate a H P exchange if it has rebooted or tined out, or
otherwise lost its H P state, as described in Section 4.5. 4.

The inmpl enmentati on prepares an |1 packet and sends it to the IP
address that corresponds to the peer host. The IP address of the
peer host nay be obtained via conventional mechani sns, such as DNS

| ookup. The 11 contents are specified in Section 5.3.1. The

sel ection of which Host Identity to use, if a host has nore than one
to choose from is typically a policy decision

The followi ng steps define the conceptual processing rules for
initiating a H P exchange:

1. The Initiator gets the Responder’s H T and one or nore addresses
either froma DNS | ookup of the Responder’s FQDN, from some ot her
repository, or froma local table. |If the Initiator does not
know the Responder’s HIT, it nay attenpt opportunistic node by
using NULL (all zeros) as the Responder’s HI T. See also "HP
Qpportuni stic Mde" (Section 4.1.6).

2. The Initiator sends an I1 to one of the Responder’s addresses.
The sel ection of which address to use is a |ocal policy decision.

3. Upon sending an |1, the sender shall transition to state | 1-SENT,
start a tinmer whose tineout value should be larger than the
wor st -case anticipated RTT, and shall increment a tinmeout counter
associated with the I1.

4. Upon timeout, the sender SHOULD retransnmit the 11 and restart the
timer, up to a maxi mumof |1 RETRIES MAX tries.

1. Sending Multiple I1s in Parall el

For the sake of minimzing the session establishnment |atency, an

i npl ementati on MAY send the sane |1 to nore than one of the
Responder’ s addresses. However, it MJST NOT send to nore than three
(3) addresses in parallel. Furthernore, upon tineout, the

i npl erentation MJST refrain fromsending the same |1 packet to

mul tiple addresses. That is, if it retries to initialize the
connection after tineout, it MJST NOT send the |1 packet to nore than
one destination address. These limtations are placed in order to
avoi d congestion of the network, and potential DoS attacks that m ght
happen, e.g., because sonmeone’s claimto have hundreds or thousands
of addresses could generate a huge nunber of |1 nessages fromthe
Initiator.

Moskowi tz, et al. Experi nment al [ Page 76]



RFC 5201 Host ldentity Protocol April 2008

As the Responder is not guaranteed to distinguish the duplicate I1s
it receives at several of its addresses (because it avoids storing
states when it answers back an Rl), the Initiator nmay receive severa
duplicate Rls.

The Initiator SHOULD then select the initial preferred destination
address using the source address of the selected received RL, and use
the preferred address as a source address for the 2. Processing
rules for received Rls are discussed in Section 6.8.

6.6.2. Processing Inconming | CMP Protocol Unreachabl e Messages

A host may receive an | CWP ' Destination Protocol Unreachable’ nessage
as a response to sending a HHP 11 packet. Such a packet may be an

i ndi cation that the peer does not support H P, or it may be an
attenpt to launch an attack by naking the Initiator believe that the
Responder does not support H P.

When a systemreceives an | CVP 'Destination Protocol Unreachabl e’
nmessage while it is waiting for an RL, it MJST NOT term nate the
wait. It MAY continue as if it had not received the | CMP nessage,
and send a few nore I1s. Alternatively, it MAY take the | CMP nessage
as a hint that the peer nobst probably does not support H P, and
return to state UNASSOCI ATED earlier than otherw se. However, at
mninmum it MJUST continue waiting for an RL for a reasonable tine
before returning to UNASSOCI ATED

6.7. Processing Incomng |1 Packets

An inplementation SHOULD reply to an 11 with an Rl packet, unless the
i npl erentation is unable or unwilling to set up a H P associ ati on.

If the inplenentation is unable to set up a H P associ ation, the host
SHOULD send an | CVP Destinati on Protocol Unreachabl e,

Admi nistratively Prohibited, nmessage to the |1 source address. |If
the inplenentation is unwilling to set up a H P association, the host
MAY ignore the 11. This latter case may occur during a DoS attack
such as an |1 flood.

The inpl enentati on MJST be able to handle a stormof received |1
packets, discarding those with comon content that arrive within a
small tinme delta.

A spoofed 11 can result in an RL attack on a system An Rl sender
MUST have a nechanismto rate-limt Rls to an address.

It is RECOWENDED that the H P state nachi ne does not transition upon
sendi ng an RL.
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The followi ng steps define the conceptual processing rules for
responding to an |1 packet:

1. The Responder MJST check that the Responder’s H'T in the received
1 is either one of its owm H Ts or NULL.

2. |If the Responder is in ESTABLI SHED state, the Responder MNAY
respond to this with an RL packet, prepare to drop existing SAs,
and stay at ESTABLI SHED st at e.

3. If the Responder is in |1-SENT state, it nust nmake a conpari son
between the sender’s HT and its own (i.e., the receiver’s) HT.
If the sender’s HT is greater than its own HI'T, it should drop
the Il and stay at |1-SENT. |If the sender’s HHT is smaller than
its owmn HT, it should send RL and stay at |11-SENT. The HT
conpari son goes sinmlarly as in Section 6.5.

4. |If the inplenmentation chooses to respond to the 11 with an Rl
packet, it creates a new Rl or selects a preconputed R1 according
to the format described in Section 5.3.2.

5. The R1L MJUST contain the received Responder’s H T, unless the
received H'T is NULL, in which case the Responder SHOULD sel ect a
H T that is constructed with the MJST algorithmin Section 3,
which is currently RSA. Oher than that, selecting the HT is a
| ocal policy matter.

6. The Responder sends the RL to the source |IP address of the I1
packet .

6.7.1. Rl Managenent

Al'l conpliant inplenmentations MJUST produce Rl packets. An Rl packet
MAY be preconputed. An Rl packet MAY be reused for tinme Delta T,
which is inplenmentati on dependent, and SHOULD be deprecated and not
used once a valid response |2 packet has been received from an
Initiator. During an |1 nmessage storm an Rl packet may be re-used
beyond this Ilimt. Rl information MJST NOT be discarded until Delta
S after T. Tine Sis the delay needed for the last 12 to arrive back
to the Responder.

An inplementati on MAY keep state about received |I1s and match the
received |2s against the state, as discussed in Section 4.1.1.
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6.7.2. Handling Ml fornmed Messages

If an inplenmentation receives a malfornmed |11 nmessage, it SHOULD NOT
respond with a NOTIFY nessage, as such practice could open up a
potential denial -of-service danger. Instead, it MAY respond with an
| CMP packet, as defined in Section 5. 4.

6.8. Processing Incomng Rl Packets

A systemreceiving an RL MJST first check to see if it has sent an I1
to the originator of the R1L (i.e., it is in state I1-SENT). |If so,

it SHOULD process the Rl as described below, send an 12, and go to
state 12-SENT, setting a tinmer to protect the 12. |If the systemis
in state 12-SENT, it MAY respond to an RL if the Rl has a larger Rl
generation counter; if so, it should drop its state due to processing
the previous Rl and start over fromstate 11-SENT. |If the systemis
in any other state with respect to that host, it SHOULD silently drop
the RL.

When sending multiple I1ls, an Initiator SHOULD wait for a smnal
amount of time after the first Rl reception to all ow possibly
multiple Rls to arrive, and it SHOULD respond to an Rl anpong the set
with the largest Rl generation counter.

The followi ng steps define the conceptual processing rules for
responding to an Rl packet:

1. A systemreceiving an RL MJUST first check to see if it has sent
an 11 to the originator of the RL (i.e., it has a HP
association that is in state 11-SENT and that is associated with
the HHTs in the Rl). Unless the |1 was sent in opportunistic
node (see Section 4.1.6), the I P addresses in the received Rl
packet SHOULD be ignored and, when |ooking up the right HP
associ ation, the received Rl SHOULD be matched agai nst the
associations using only the HTs. If a match exists, the system
shoul d process the RL as descri bed bel ow

2. O herwise, if the systemis in any other state than I 1-SENT or
| 2-SENT with respect to the H Ts included in the RL, it SHOULD
silently drop the RL and remain in the current state.

3. If the H P association state is |1-SENT or |2-SENT, the received
Initiator’s HI'T MJST correspond to the H'T used in the original
and the 11 and the Responder’s HI T MJUST correspond to the one
used, unless the 11 contained a NULL HIT.

4. The system SHOULD validate the Rl signature before applying
further packet processing, according to Section 5.2.12.
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If the H P association state is |1-SENT, and nmultiple valid Rls
are present, the system SHOULD sel ect from anbng the Rls with
the largest Rl generation counter.

If the HHP association state is |2-SENT, the system MAY reenter
state |1- SENT and process the received RL if it has a larger Rl
generation counter than the Rl responded to previously.

The Rl packet may have the A bit set -- in this case, the system
MAY choose to refuse it by dropping the RL and returning to
state UNASSOCI ATED. The system SHOULD consi der dropping the Rl
only if it used a NULL HT in 11. If the Abit is set, the
Responder’s HI T is anonynous and shoul d not be stored.

The system SHOULD attenpt to validate the H T against the
recei ved Host ldentity by using the received Host ldentity to
construct a HT and verify that it natches the Sender’'s HT.

The system MJUST store the received Rl generation counter for
future reference.

The system attenpts to solve the puzzlie in RL. The system MJST
term nate the search after exceeding the remaining lifetinme of
the puzzle. |If the puzzle is not successfully solved, the

i mpl ementation may either resend 11 within the retry bounds or
abandon the H P exchange.

The system conputes standard Diffie-Hell man keying materia
according to the public value and Goup ID provided in the

Dl FFI E_HELLMAN paraneter. The Diffie-Hell man keying materia
Kij is used for key extraction as specified in Section 6.5. |If
the received Diffie-Hellman Group ID is not supported, the

i mpl ementation may either resend 11 within the retry bounds or
abandon the H P exchange.

The system selects the H P transformfromthe choi ces presented
in the RL packet and uses the sel ected val ues subsequently when
generating and usi ng encryption keys, and when sending the |2.
If the proposed alternatives are not acceptable to the system
it my either resend 11 within the retry bounds or abandon the
H P exchange.

The systeminitializes the remaining variables in the associated
state, including Update ID counters.

The system prepares and sends an 12, as described in
Section 5. 3. 3.
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15. The system SHOULD start a tinmer whose tinmeout value should be
| arger than the worst-case anticipated RTT, and MJST increment a
ti meout counter associated with the 12. The sender SHOULD
retransmit the 12 upon a tineout and restart the tinmer, up to a
maxi mum of | 2_RETRIES MAX tri es.

16. If the systemis in state |1-SENT, it shall transition to state
| 2-SENT. If the systemis in any other state, it remains in the
current state.

6.8.1. Handling Ml fornmed Messages

If an inplenmentation receives a mal fornmed Rl nmessage, it MJST
silently drop the packet. Sending a NOTIFY or |CVWP would not help,
as the sender of the Rl typically doesn’t have any state. An

i mpl enentati on SHOULD wait for sone nore tine for a possibly good Ri,
after which it MAY try again by sending a new |1 packet.

6.9. Processing Incomng |2 Packets

Upon receipt of an 12, the system MAY performinitial checks to
determ ne whether the 12 corresponds to a recent Rl that has been
sent out, if the Responder keeps such state. For exanple, the sender
coul d check whether the 12 is froman address or H T that has
recently received an R1L fromit. The Rl may have had Opaque data

i ncl uded that was echoed back in the 2. If the 12 is considered to
be suspect, it MAY be silently discarded by the system

O herwi se, the H P inplenmentati on SHOULD process the 12. This

i ncludes validation of the puzzle solution, generating the Diffie-
Hel | man key, decrypting the Initiator’'s Host ldentity, verifying the
signature, creating state, and finally sending an R2.

The followi ng steps define the conceptual processing rules for
responding to an |2 packet:

1. The system MAY perform checks to verify that the 12 corresponds
to a recently sent RL. Such checks are inplenentation
dependent. See Appendix A for a description of an exanple
i mpl emrent ati on.

2. The system MUST check that the Responder’s HI T corresponds to
one of its own HI Ts.

Moskowi tz, et al. Experi nent al [ Page 81]



RFC 5201 Host ldentity Protocol April 2008

3. If the systenis state machine is in the R2-SENT state, the
system MAY check if the newWwy received 12 is simlar to the one
that triggered noving to R2-SENT. If so, it MAY retransmt a
previously sent R2, reset the R2-SENT tiner, and the state
nmachi ne stays in R2- SENT.

4. If the systemis state machine is in the |2-SENT state, the
system nakes a conpari son between its |local and sender’s HI Ts
(simlarly as in Section 6.5). If the local HT is snaller than

the sender’s HIT, it should drop the |12 packet, use the peer
Diffie-Hell man key and nonce | fromthe Rl packet received
earlier, and get the local Diffie-Hellman key and nonce J from
the 12 packet sent to the peer earlier. Oherw se, the system
shoul d process the received |2 packet and drop any previously
derived Diffie-Hellman keying material Kij it mght have forned
upon sending the 12 previously. The peer D ffie-Hellmn key and
the nonce J are taken fromthe just arrived |2 packet. The
local Diffie-Hellman key and the nonce | are the ones that were
earlier sent in the Rl packet.

5. If the systenis state machine is in the |1-SENT state, and the
H Ts in the 12 nmatch those used in the previously sent |1, the
systemuses this received 12 as the basis for the HP
association it was trying to form and stops retransmtting 11
(provided that the |2 passes the bel ow additional checks).

6. If the systenis state machine is in any other state than R2-
SENT, the system SHOULD check that the echoed Rl generation
counter in 12 is within the acceptable range. |nplenentations
MUST accept puzzles fromthe current generation and MAY accept
puzzles fromearlier generations. |If the newy received 12 is
outsi de the accepted range, the 12 is stale (perhaps replayed)
and SHOULD be dropped.

7. The system MUST validate the solution to the puzzle by conputing
the hash described in Section 5.3.3 using the same RHASH
al gorithm

8. The 12 MUST have a single value in the H P_TRANSFORM par anet er,
whi ch MJUST match one of the values offered to the Initiator in
the Rl packet.

9. The system nust derive Diffie-Hell man keying material Kij based
on the public value and Goup IDin the D FFl E_HELLVAN
paraneter. This key is used to derive the H P association keys,
as described in Section 6.5. |If the Diffie-Hellman Goup IDis
unsupported, the |12 packet is silently dropped.
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The encrypted HOST_ID is decrypted by the Initiator encryption
key defined in Section 6.5. |If the decrypted data is not a
HOST_I D paraneter, the |2 packet is silently dropped.

The inpl enmentati on SHOULD al so verify that the Initiator’s HT
in the 12 corresponds to the Host Identity sent in the |2.
(Note: some m ddl eboxes may not able to nake this verification.)

The system MUST verify the HVAC according to the procedures in
Section 5.2.9.

The system MUST verify the H P_SI GNATURE according to
Section 5.2.11 and Section 5. 3. 3.

If the checks above are valid, then the system proceeds with
further 12 processing; otherwise, it discards the 12 and its
state nmachine remains in the sane state

The 12 packet may have the A bit set -- in this case, the system
MAY choose to refuse it by dropping the 12 and the state machi ne
returns to state UNASSOCI ATED. If the ADbit is set, the
Initiator’s HT is anonynous and shoul d not be stored.

The systeminitializes the remaining variables in the associated
state, including Update ID counters.

Upon successful processing of an |2 when the systenis state
machine is in state UNASSCOCI ATED, | 1-SENT, |2-SENT, or R2-SENT,
an R2 is sent and the systenis state machine transitions to
state R2- SENT.

Upon successful processing of an |2 when the systenis state
machine is in state ESTABLI SHED, the old H P association is
dropped and a new one is installed, an R2 is sent, and the
systenis state machine transitions to R2- SENT.

Upon the system s state machine transitioning to R2-SENT, the
systemstarts a tiner. The state machine transitions to

ESTABLI SHED i f sonme data has been received on the incomng HP
associ ation, or an UPDATE packet has been received (or sone

ot her packet that indicates that the peer system s state nachine
has noved to ESTABLISHED). |If the tiner expires (allow ng for
maxi mal retransmi ssions of 12s), the state machine transitions
t o ESTABLI SHED.
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6.9.1. Handling Ml fornmed Messages

If an inplenmentation receives a malforned |12 nmessage, the behavi or
SHOULD depend on how many checks the nessage has al ready passed. |If
the puzzle solution in the nmessage has already been checked, the

i mpl enentati on SHOULD report the error by responding with a NOTIFY
packet. Oherwi se, the inplenentation MAY respond with an | CW
nmessage as defined in Section 5.4.

6.10. Processing Incom ng R2 Packets

An R2 received in states UNASSOCI ATED, |1-SENT, or ESTABLI SHED
results in the R2 being dropped and the state nachine staying in the
same state. If an R2 is received in state [2-SENT, it SHOULD be
processed.

The follow ng steps define the conceptual processing rules for an
i nconmi ng R2 packet:

1. The system MUST verify that the H Ts in use correspond to the
H Ts that were received in the RIL.

2. The system MJST verify the HVAC 2 according to the procedures in
Section 5.2.10.

3. The system MJUST verify the H P signature according to the
procedures in Section 5.2.11.

4. |f any of the checks above fail, there is a high probability of
an ongoi ng man-in-the-mddle or other security attack. The
system SHOULD act accordingly, based on its | ocal policy.

5. If the systemis in any other state than |12-SENT, the R2 is
silently dropped.

6. Upon successful processing of the R2, the state machi ne noves to
state ESTABLI SHED.

6.11. Sendi ng UPDATE Packets

A host sends an UPDATE packet when it wants to update sone
information related to a H P association. There are a nunber of
likely situations, e.g., nobility managenent and rekeying of an

exi sting ESP Security Association. The follow ng paragraphs define
the conceptual rules for sending an UPDATE packet to the peer.

Addi tional steps can be defined in other docunents where the UPDATE
packet is used.
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The system first determ nes whether there are any outstandi ng UPDATE
nmessages that may conflict with the new UPDATE nessage under

consi deration. Wen multiple UPDATEs are outstanding (not yet

acknowl edged), the sender nust assune that such UPDATEsS nmay be
processed in an arbitrary order. Therefore, any new UPDATEs t hat
depend on a previous outstandi ng UPDATE bei ng successfully received
and acknow edged MJUST be postponed until reception of the necessary
ACK(s) occurs. One way to prevent any conflicts is to only allow one
out st andi ng UPDATE at a tinme. However, allow ng nultiple UPDATEs may
i nprove the performance of nobility and nul ti homi ng protocols.

The followi ng steps define the conceptual processing rules for
sendi ng UPDATE packets.

1. The first UPDATE packet is sent with Update I D of zero.
O herwi se, the systemincrenents its own Update ID val ue by one
bef ore continuing the bel ow steps.

2. The system creates an UPDATE packet that contains a SEQ paraneter
with the current value of Update ID. The UPDATE packet may al so
i nclude an ACK of the peer’s Update ID found in a received UPDATE
SEQ paraneter, if any.

3. The system sends the created UPDATE packet and starts an UPDATE
timer. The default value for the timer is 2 * RIT estimate. |If
mul ti pl e UPDATEs are outstanding, nultiple tinmers are in effect.

4. |f the UPDATE tiner expires, the UPDATE is resent. The UPDATE
can be resent UPDATE _RETRY_MAX tines. The UPDATE tiner SHOULD be
exponentially backed of f for subsequent retransm ssions. If no
acknow edgnent is received fromthe peer after UPDATE_RETRY_MAX
times, the H P association is considered to be broken and the
state machi ne should nove fromstate ESTABLI SHED to state CLOSI NG
as depicted in Section 4.4.3. The UPDATE tinmer is cancelled upon
receiving an ACK fromthe peer that acknow edges receipt of the
UPDATE

6.12. Receiving UPDATE Packets

Wien a systemrecei ves an UPDATE packet, its processing depends on
the state of the H P association and the presence and val ues of the
SEQ and ACK paraneters. Typically, an UPDATE nessage al so carries
opti onal paraneters whose handling is defined in separate docunents.

For each association, the peer’s next expected in-sequence Update ID
("peer Update ID') is stored. Initially, this value is zero. Update
I D conparisons of "less than" and "greater than" are performed with
respect to a circular sequence nunber space.
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The sender may send nul tipl e outstandi ng UPDATE nessages. These
nmessages are processed in the order in which they are received at the
receiver (i.e., no resequencing is performed). Wen processing
UPDATEs out - of -order, the receiver MJIST keep track of whi ch UPDATEs
were previously processed, so that duplicates or retransmni ssions are
ACKed and not reprocessed. A receiver MAY choose to define a receive
wi ndow of Update IDs that it is willing to process at any given tine,
and di scard received UPDATEs falling outside of that w ndow.

The followi ng steps define the conceptual processing rules for
recei vi ng UPDATE packets.

1. If there is no corresponding H P association, the inplenmentation
MAY reply with an | CMP Paraneter Problem as specified in
Section 5.4. 4.

2. If the association is in the ESTABLI SHED state and the SEQ (but
not ACK) paraneter is present, the UPDATE is processed and
replied to as described in Section 6.12. 1.

3. If the association is in the ESTABLI SHED state and the ACK (but
not SEQ paraneter is present, the UPDATE is processed as
described in Section 6.12. 2.

4. |f the association is in the ESTABLI SHED state and there is both
an ACK and SEQ in the UPDATE, the ACK is first processed as
described in Section 6.12.2, and then the rest of the UPDATE is
processed as described in Section 6.12.1.

6.12.1. Handling a SEQ Paraneter in a Received UPDATE Message

The followi ng steps define the conceptual processing rules for
handl i ng a SEQ paraneter in a received UPDATE packet.

1. If the Update IDin the received SEQis not the next in the
sequence of Update IDs and is greater than the receiver’s w ndow
for new UPDATEs, the packet MJST be dropped

2. If the Update IDin the received SEQ corresponds to an UPDATE
that has recently been processed, the packet is treated as a
retransm ssion. The HVAC verification (next step) MJST NOT be
ski pped. (A byte-by-byte conparison of the received and a stored
packet would be OK, though.) It is reconmended that a host cache
UPDATE packets sent with ACKs to avoid the cost of generating a
new ACK packet to respond to a replayed UPDATE. The system MJST
acknowl edge, again, such (apparent) UPDATE nessage
retransm ssions but SHOULD al so consider rate-limting such
retransm ssi on responses to guard agai nst replay attacks.
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3. The system MJST verify the HVAC i n the UPDATE packet. |f the
verification fails, the packet MJST be dropped.

4. The system MAY verify the SIGNATURE in the UPDATE packet. |If the
verification fails, the packet SHOULD be dropped and an error
nmessage | ogged.

5. If a new SEQ paraneter is being processed, the paranmeters in the
UPDATE are then processed. The system MJST record the Update ID
in the received SEQ paraneter, for replay protection

6. An UPDATE acknow edgnent packet with ACK parameter is prepared
and sent to the peer. This ACK paranmeter nmay be included in a
separ at e UPDATE or piggybacked in an UPDATE with SEQ paraneter
as described in Section 5.3.5. The ACK paraneter MAY acknow edge
nore than one of the peer’s Update IDs.

6.12.2. Handling an ACK Paraneter in a Received UPDATE Packet

The followi ng steps define the conceptual processing rules for
handl i ng an ACK paraneter in a received UPDATE packet.

1. The sequence nunber reported in the ACK nust nmatch with an
earlier sent UPDATE packet that has not already been
acknowl edged. If no match is found or if the ACK does not
acknowl edge a new UPDATE, the packet MJST either be dropped if no
SEQ paraneter is present, or the processing steps in
Section 6.12.1 are foll owed.

2. The system MJST verify the HVAC i n the UPDATE packet. [If the
verification fails, the packet MJST be dropped.

3. The system MAY verify the SIGNATURE in the UPDATE packet. If the
verification fails, the packet SHOULD be dropped and an error
nmessage | ogged.

4. The correspondi ng UPDATE timer is stopped (see Section 6.11) so
that the now acknow edged UPDATE is no longer retransmtted. |If
mul tiple UPDATEs are newly acknow edged, nmultiple tiners are
st opped.

6.13. Processing NOTIFY Packets

Processi ng NOTI FY packets is OPTIONAL. |f processed, any errors in a
recei ved NOTI FI CATI ON paranmeter SHOULD be | ogged. Received errors
MJST be considered only as informational, and the receiver SHOULD NOT
change its H P state (Section 4.4.1) purely based on the received
NOTI FY nmessage.
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6.14. Processing CLOSE Packets

When t he host receives a CLOSE nessage, it responds with a CLOSE _ACK
nmessage and noves to CLOSED state. (The authenticity of the CLOSE
nmessage is verified using both HVAC and SI GNATURE). Thi s processing
appl i es whether or not the HI P association state is CLOSING i n order
to handl e CLOSE nessages from both ends that cross in flight.

The HI P association is not discarded before the host noves fromthe
UNASSOCI ATED st at e.

Once the closing process has started, any need to send data packets
will trigger creating and establishing of a new H P associ ation
starting with sending an I 1.

If there is no corresponding H P association, the CLOSE packet is
dr opped.

6. 15. Processing CLOSE_ACK Packets

When a host receives a CLOSE_ACK nessage, it verifies that it is in
CLOSI NG or CLOSED state and that the CLOSE_ACK was in response to the
CLOSE (using the included ECHO RESPONSE _SI GNED i n response to the
sent ECHO REQUEST_SI GNED) .

The CLOSE_ACK uses HMAC and SI GNATURE for verification. The state is
di scarded when the state changes to UNASSOCI ATED and, after that, the
host MAY respond with an | CMP Paraneter Problemto an incom ng CLOSE
nmessage (see Section 5.4.4).

6.16. Handling State Loss

In the case of system crash and unantici pated state | oss, the system
SHOULD del ete the corresponding H P state, including the keying
material. That is, the state SHOULD NOT be stored on stable storage.
If the inplenmentati on does drop the state (as RECOMVENDED), it MJST
al so drop the peer’s Rl generation counter value, unless a | ocal
policy explicitly defines that the value of that particular host is
stored. An inplenmentation MJST NOT store Rl generation counters by
default, but storing Rl generation counter values, if done, MJST be
configured by explicit H Ts.

Moskowi tz, et al. Experi nment al [ Page 88]



RFC 5201 Host ldentity Protocol April 2008

7.

H P Policies

There are a nunber of variables that will influence the H P exchanges
that each host nust support. Al H P inplenentati ons MJST support
nore than one sinultaneous H, at |east one of which SHOULD be
reserved for anonynous usage. Al though anonynous Hi's will be rarely
used as Responders’ Hi's, they will be conmon for Initiators. Support
for more than two H's i s RECOMVENDED.

Many Initiators would want to use a different H for different
Responders. The inplenmentati ons SHOULD provide for an ACL of
Initiator’s HHIT to Responder’s HIT. This ACL SHOULD al so incl ude
preferred transformand | ocal lifetines.

The value of Kused in the HHP Rl packet can also vary by policy. K
shoul d never be greater than 20, but for trusted partners it could be
as low as 0.

Responders woul d need a sinilar ACL, representing which hosts they
accept H P exchanges, and the preferred transform and | ocal
lifetinmes. W I dcarding SHOULD be supported for this ACL al so.

Security Considerations

H P is designed to provide secure authentication of hosts. H P also
attenpts to linit the exposure of the host to various denial -of -
service and man-in-the-nmddle (MtM attacks. |In so doing, HP
itself is subject to its own DoS and MtM attacks that potentially
could be nore danaging to a host’s ability to conduct business as
usual .

The 384-bit Diffie-Hellman Group is targeted to be used in hosts that
either do not require or are not powerful enough for handling strong
cryptography. Although there is a risk that with suitable equi prent
the encryption can be broken in real tinme, the 384-bit group can
provi de sonme protection for end-hosts that are not able to handl e any
stronger cryptography. Wen the security provided by the 384-bit
group i s not enough for applications on a host, the support for this
group should be turned off in the configuration

Deni al -of -service attacks often take advantage of the cost of start
of state for a protocol on the Responder conpared to the 'cheapness
on the Initiator. H P nmakes no attenpt to increase the cost of the
start of state on the Initiator, but makes an effort to reduce the
cost to the Responder. This is done by having the Responder start
the 3-way exchange instead of the Initiator, making the H P protoco
4 packets long. |In doing this, packet 2 becones a ’'stock’ packet
that the Responder MAY use many tinmes, until sone Initiator has
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provided a valid response to such an Rl packet. During an |1 storm
the host nmay reuse the same D-H value also even if sonme Initiator has
provided a valid response using that particular D-H val ue. However,
such behavi or is discouraged and shoul d be avoided. Using the sane
Diffie-Hell man val ues and random puzzle #l val ue has sone ri sks.

This risk needs to be bal anced agai nst a potential stormof HP I1
packet s.

This shifting of the start of state cost to the Initiator in creating
the 12 H P packet, presents another DoS attack. The attacker spoofs

the 11 H P packet and the Responder sends out the RL HI P packet.

This could conceivably tie up the "Initiator’ with evaluating the Rl

H P packet, and creating the 12 H P packet. The defense against this
attack is to sinply ignhore any RlL packet where a corresponding |11 was
not sent.

A second formof DoS attack arrives in the 12 H P packet. Once the
attacking Initiator has solved the puzzle, it can send packets with
spoofed I P source addresses with either an invalid encrypted HP
payl oad conponent or a bad HI P signature. This would take resources
in the Responder’s part to reach the point to discover that the |2
packet cannot be conpletely processed. The defense against this
attack is after N bad |2 packets, the Responder would discard any |2s
that contain the given Initiator HHT. This will shut down the
attack. The attacker woul d have to request another Rl and use that
to launch a new attack. The Responder could up the value of K while
under attack. On the downside, valid |I2s mght get dropped too.

A third formof DoS attack is emulating the restart of state after a
reboot of one of the partners. A restarting host would send an 11 to
a peer, which would respond with an RL even if it were in the

ESTABLI SHED state. |If the I'1 were spoofed, the resulting RL woul d be
recei ved unexpectedly by the spoofed host and woul d be dropped, as in
the first case above.

A fourth formof DoS attack is enmulating the end of state. HP
relies on timers plus a CLOSE/ CLOSE_ACK handshake to explicitly

signal the end of a H P association. Because both CLOCSE and
CLOSE_ACK nessages contain an HVAC, an outsider cannot close a
connection. The presence of an additional SIGNATURE al |l ows

nm ddl eboxes to i nspect these nessages and di scard the associ at ed
state (for e.g., firewalling, SPlI-based NATing, etc.). However, the
optional behavior of replying to CLOSE with an | WP Paraneter Problem
packet (as described in Section 5.4.4) might allow an | P spoofer
sendi ng CLOSE nessages to launch reflection attacks.
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Afifth formof DoS attack is replaying Rls to cause the Initiator to
solve stal e puzzles and beconme out of synchronization with the
Responder. The Rl generation counter is a nonotonically increasing
counter designed to protect against this attack, as described in
Section 4.1.4.

Man-in-the-niddle attacks are difficult to defend agai nst, without
third-party authentication. A skillful MtMcould easily handl e al
parts of H P, but HHPindirectly provides the foll owi ng protection
froma MtMattack. |If the Responder’s H is retrieved froma signed
DNS zone, a certificate, or through sone other secure neans, the
Initiator can use this to validate the RlL H P packet.

Likewise, if the Initiator’s H is in a secure DNS zone, a trusted
certificate, or otherw se securely avail able, the Responder can
retrieve the H (after having got the 12 H P packet) and verify that
the H indeed can be trusted. However, since an Initiator may choose

to use an anonynous H, it knowingly risks a MtM attack. The
Responder may choose not to accept a H P exchange with an anonynous
Initiator.

The HI P Qpportunistic Mdde concept has been introduced in this
docunent, but this docunment does not specify what the senmantics of
such a connection setup are for applications. There are certain
concerns with opportunistic node, as discussed in Section 4.1.6.

NOTI FY nmessages are used only for informational purposes and they are
unacknow edged. A HI P inplenentation cannot rely solely on the

i nformation received in a NOTlI FY nessage because the packet may have
been replayed. It SHOULD NOT change any state information based
purely on a recei ved NOTI FY nessage.

Since not all hosts will ever support H P, 1CMP 'Destination Protocol
Unreachabl e nessages are to be expected and present a DoS attack.
Against an Initiator, the attack would | ook |ike the Responder does
not support H P, but shortly after receiving the | CMP nessage, the
Initiator would receive a valid RL H P packet. Thus, to protect from
this attack, an Initiator should not react to an | CVP nessage until a
reasonable delta tinme to get the real Responder’s RL H P packet. A
simlar attack agai nst the Responder is nore involved. Normally, if
an |1 nmessage received by a Responder was a bogus one sent by an
attacker, the Responder may receive an | CMP nessage fromthe IP
address the Rl nessage was sent to. However, a sophisticated
attacker can try to take advantage of such a behavior and try to
break up the H P exchange by sending such an | CMP nessage to the
Responder before the Initiator has a chance to send a valid |2
nmessage. Hence, the Responder SHOULD NOT act on such an | CwP
nmessage. Especially, it SHOULD NOT renpve any mininmal state created
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when it sent the R1L H P packet (if it did create one), but wait for
either a valid 12 H P packet or the natural timeout (that is, if Rl
packets are tracked at all). Likewise, the Initiator should ignore
any | CVMP nessage while waiting for an R2 H P packet, and shoul d

del ete any pending state only after a natural tineout.

9. | ANA Consi derati ons
| ANA has reserved protocol nunber 139 for the Host ldentity Protocol.

Thi s docunent defines a new 128-bit val ue under the CGA Message Type
nanespace [ RFC3972], OxFOEF FO2F BFF4 3DOF E793 0C3C 6E61 74EA, to be
used for H T generation as specified in ORCH D [ RFC4843].

Thi s docunent al so creates a set of new nanmespaces. These are
descri bed bel ow.

Packet Type

The 7-bit Packet Type field in a H P protocol packet describes the
type of a H P protocol nmessage. It is defined in Section 5. 1.
The current values are defined in Sections 5.3.1 through 5. 3. 8.

New val ues are assigned through | ETF Consensus [ RFC2434].
H P Version

The four-bit Version field in a H P protocol packet describes the
version of the HIP protocol. It is defined in Section 5.1. The
only currently defined value is 1. New values are assigned

t hrough | ETF Consensus.

Par anet er Type

The 16-bit Type field in a H P paraneter describes the type of the
parameter. It is defined in Section 5.2.1. The current val ues
are defined in Sections 5.2.3 through 5. 2. 20.

Wth the exception of the assigned Type codes, the Type codes 0
t hrough 1023 and 61440 through 65535 are reserved for future base
protocol extensions, and are assigned through | ETF Consensus.

The Type codes 32768 through 49141 are reserved for
experinmentation. Types SHOULD be selected in a random fashion
fromthis range, thereby reducing the probability of collisions.
A met hod enpl oyi ng genui ne randomess (such as flipping a coin)
SHOULD be used.
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10.

Al'l other Type codes are assigned through First Cone First Served,
with Specification Required [RFC2434].

Goup ID

The eight-bit Goup ID values appear in the D FFl E_HELLMAN
paraneter and are defined in Section 5.2.6. New val ues either
fromthe reserved or unassigned space are assigned through |IETF
Consensus.

Suite ID

The 16-bit Suite ID values in a H P_TRANSFORM par aneter are
defined in Section 5.2.7. New values either fromthe reserved or
unassi gned space are assigned through | ETF Consensus.

DI - Type

The four-bit Dl -Type values in a HOST_ID paraneter are defined in
Section 5.2.8. New values are assigned through | ETF Consensus.

Notify Message Type

The 16-bit Notify Message Type val ues in a NOTIFI CATI ON par anet er
are defined in Section 5.2.16.

Noti fy Message Type values 1-10 are used for inform ng about
errors in packet structures, values 11-20 for inform ng about
probl ens in paranmeters containing cryptographic related materi al
val ues 21-30 for inform ng about problens in authentication or
packet integrity verification. Paraneter nunbers above 30 can be
used for inform ng about other types of errors or events. Val ues
51-8191 are error types reserved to be allocated by | ANA  Val ues
8192- 16383 are error types for experinentation. Values 16385-
40959 are status types to be allocated by I ANA and val ues 40960-
65535 are status types for experinentation. New values in ranges
51-8191 and 16385-40959 are assigned through First Cone First
Served, with Specification Required.
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Appendi x A. Using Responder Puzzles

As nentioned in Section 4.1.1, the Responder may delay state creation

and still reject nost spoofed |2s by using a nunber of pre-calcul ated
Rls and a | ocal selection function. This appendi x defines one
possi bl e inplenentation in detail. The purpose of this appendix is

to give the inplenentors an idea on how to inplenment the nmechani sm
If the inplementation is based on this appendix, it MAY contain sone
| ocal nodification that makes an attacker’s task harder.

The Responder creates a secret value S, that it regenerates
periodically. The Responder needs to renenber the two | atest val ues
of S. Each tine the Sis regenerated, the Rl generation counter

val ue is increnmented by one.

The Responder generates a pre-signed RL packet. The signature for
pre-generated Rls nust be recal cul ated when the Diffie-Hellnan key is
reconputed or when the R1_COUNTER val ue changes due to S val ue
regeneration.

Wien the Initiator sends the |1 packet for initializing a connection,
the Responder gets the HI T and I P address fromthe packet, and
generates an | value for the puzzle. The | value is set to the pre-
signed Rl packet.

| val ue cal cul ati on
| = Ltrunc( RHASH ( S| HIT-1 | HHT-R| IP-1 | IP-R), 64)

The RHASH al gorithmis the sane that is used to generate the
Responder’s HI T val ue.

From an incom ng |2 packet, the Responder gets the required
information to validate the puzzle: H Ts, |IP addresses, and the
i nformati on of the used S value fromthe RL_COUNTER  Using these

val ues, the Responder can regenerate the I, and verify it against the
| received in the |12 packet. |If the | values match, it can verify
the solution using I, J, and difficulty K. If the | values do not

match, the 12 is dropped.

puzzl e_check:
V := Ltrunc( RHASH( 12.1 | 12.hit_i | 2. hit_r | 12.J ), K)
if V1=20, drop the packet

|f the puzzle solution is correct, the | and J values are stored for

| ater use. They are used as input material when keying material is
gener at ed.
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Keepi ng state about failed puzzle solutions depends on the

i npl erentation. Although it is possible for the Responder not to
keep any state information, it still may do so to protect itself
agai nst certain attacks (see Section 4.1.1).

Appendi x B. Generating a Public Key Encoding froman H

The foll owi ng pseudo-code illustrates the process to generate a
public key encoding froman H for both RSA and DSA.

The synbol := denotes assignment; the synbol += denotes appendi ng.
The pseudo-function encode_i n_network_byte_ order takes two
paraneters, an integer (bignhun) and a length in bytes, and returns
the integer encoded into a byte string of the given | ength.

switch ( H.algorithm)

{
case RSA:
buffer := encode_in_network_byte_ order ( H .RSA e_len
( H.RSA.e_len >255) ?23: 1)
buffer += encode_in_network_byte_order ( H.RSA. e, H .RSA e_len )
buffer += encode_in_network_byte_order ( H.RSA.n, H .RSA n_len )
br eak;
case DSA:
buffer := encode_in_network_byte_order H.DSA. T, 1)

buf fer += encode_i n_network_byte_order
buf fer += encode_i n_network_byte_order

H.DSA. Q, 20)
H .DSA P, 64 +
8 * H.DSA.T)
buf fer += encode_in_network _byte order ( H .DSA. G, 64 +

8 * H.DSA.T)
buffer += encode_in_network _byte order ( H.DSA Y , 64 +
8 * H.DSA.T)

—~ N~

br eak;
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App

C 2.

Mbs

endi x C. Exanple Checksuns for H P Packets

The HI P checksum for H P packets is specified in Section 5.1.1.
Checksuns for TCP and UDP packets running over Hl P-enabled security
associ ations are specified in Section 3.5. The exanpl es bel ow use IP
addresses of 192.168.0.1 and 192.168.0.2 (and their respective |Pv4-
conpatible IPv6 formats), and HI Ts with the prefix of 2001: 10
followed by zeros, followed by a decimal 1 or 2, respectively.

The followi ng exanple is defined only for testing a checksum

cal culation. The address format for the | Pv4-conpatible |Pv6 address
is not a valid one, but using these |IPv6 addresses when testing an

| Pv6 inplenmentation gives the same checksum out put as an | Pv4

i npl ementation with the correspondi ng | Pv4 addresses.

| Pv6 H P Exanple (I1)

Sour ce Address: ::192.168.0.1

Desti nati on Address: ::192.168.0.2
Upper - Layer Packet Length: 40 0x28
Next Header: 139 0x8b
Payl oad Protocol : 59 0x3b
Header Lengt h: 4 0x4
Packet Type: 1 0x1
Ver si on: 1 Ox1
Reser ved: 1 Ox1
Control : 0 0x0
Checksum 446 Ox1lbe
Sender’'s HT : 2001:10::1
Receiver’'s H T: 2001:10:: 2

| Pv4 H P Packet (11)
The | Pv4 checksum val ue for the same exanple |1 packet is the sane as

the 1 Pv6 checksum (since the checksums due to the IPv4 and | Pv6
pseudo- header conponents are the sane).
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C.3. TCP Segnent

Regar dl ess of whether I Pv6 or I1Pv4 is used, the TCP and UDP sockets
use the | Pv6 pseudo-header format [ RFC2460], with the H Ts used in
pl ace of the | Pv6 addresses.

Sender’s HIT: 2001:10::1

Receiver’s H T: 2001:10::2

Upper - Layer Packet Length: 20 0x14

Next Header: 6 0x06
Source port: 65500 Oxffdc
Destination port: 22 0x0016
Sequence number : 1 0x00000001
Acknow edgnent numnber: 0 0x00000000
Header | engt h: 20 0x14

Fl ags: SYN 0x02

W ndow si ze: 65535 Oxffff
Checksum 28618 Ox6f ca
Urgent pointer: 0 0x0000

0x0000: 6000 0000 0014 0640 2001 0010 0000 0000
0x0010: 0000 0000 0000 0001 2001 0010 OOOO 0000
0x0020: 0000 0000 0000 0002 ffdc 0016 0000 0001
0x0030: 0000 0000 5002 ffff 6fca 0000

Appendi x D. 384-Bit G oup

This 384-bit group is defined only to be used with HP. NOTE: The
security level of this group is very low The encryption may be
broken in a very short tine, even real-tinme. It should be used only
when the host is not powerful enough (e.g., sonme PDAs) and when
security requirenents are low (e.g., during norrmal web surfing).
This prime is: 27384 - 27320 - 1 + 2764 * { [ 27254 pi] + 5857 }
I ts hexadeci mal val ue is:

FFFFFFFF FFFFFFFF CO90FDAAZ2 2168C234 CAC6628B 80DC1CD1
29024E08 8A67CC74 020BBEA6 3B13B202 FFFFFFFF FFFFFFFF

The generator is: 2.
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Appendi x E. OAKLEY Wl | -Known G oup 1

See al so [ RFC2412] for definition of OAKLEY well-known group 1

OAKLEY Wl | -Known Group 1: A 768-bit prinme

The prine is 272768 - 27704 - 1 + 2764 * { [27638 pi] + 149686 }.

The hexadeci mal val ue is:
FFFFFFFF FFFFFFFF CO0FDAA2 2168C234 C4C6628B 80DC1CD1
29024E08 8A67CC74 020BBEA6 3B139B22 514A0879 8E3404DD
EF9519B3 CD3A431B 302BO0A6D F25F1437 4FE1356D 6D51C245
E485B576 625E7EC6 F44C4A2E9 A63A3620 FFFFFFFF FFFFFFFF

This has been rigorously verified as a prine.

The generator is: 22 (decinmal)
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Ful I Copyright Statenent
Copyright (C) The I ETF Trust (2008).

This docunent is subject to the rights, licenses and restrictions
contained in BCP 78, and except as set forth therein, the authors
retain all their rights.

Thi s docunent and the information contained herein are provided on an
"AS | S" basis and THE CONTRI BUTOR, THE ORGANI ZATI ON HE/ SHE REPRESENTS
OR IS SPONSORED BY (IF ANY), THE I NTERNET SOCI ETY, THE | ETF TRUST AND
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THE | NFORMATI ON HEREI N W LL NOT | NFRI NGE ANY RI GHTS OR ANY | MPLI ED
WARRANTI ES OF MERCHANTABI LI TY OR FI TNESS FOR A PARTI CULAR PURPCSE.

Intell ectual Property

The | ETF takes no position regarding the validity or scope of any
Intell ectual Property Rights or other rights that m ght be clained to
pertain to the inplenentation or use of the technol ogy described in
this docunent or the extent to which any |icense under such rights

m ght or might not be available; nor does it represent that it has
made any independent effort to identify any such rights. |Information
on the procedures with respect to rights in RFC docunents can be
found in BCP 78 and BCP 79.

Copi es of IPR disclosures nmade to the | ETF Secretariat and any
assurances of licenses to be nmade available, or the result of an
attenpt nmade to obtain a general |icense or permission for the use of
such proprietary rights by inplenmenters or users of this

speci fication can be obtained fromthe | ETF on-line |IPR repository at
http://ww.ietf.org/ipr.

The IETF invites any interested party to bring to its attention any
copyrights, patents or patent applications, or other proprietary
rights that nmay cover technol ogy that nay be required to inplenment
this standard. Please address the information to the |IETF at
ietf-ipr@etf.org.
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