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Abstract

Wi,

Because the Internet forwards packets according to the I P destination
address, packet forwarding typically takes place w thout inspection
of the source address and malicious attacks have been | aunched using
spoof ed source addresses. 1In an effort to enhance the Internet with
| P source address validation, a prototype inplenentation of the IP
Source Address Validation Architecture (SAVA) was created and an

eval uati on was conducted on an |IPv6 network. This docunment reports
on the prototype inplenentation and the test results, as well as the
| essons and insights gained from experinmentation.
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1.

Wi,

| nt roducti on

By design, the Internet forwards data packets solely based on the
destination | P address. The source |IP address is not checked during
the forwardi ng process in nost cases. This nmakes it easy for
mal i ci ous hosts to spoof the source address of the I P packet. W
believe that it would be useful to enforce the validity of the source
| P address for all the packets being forwarded.

Enforcing the source IP address validity would hel p us achi eve the
foll ow ng goal s:

0 Since packets which carry spoofed source addresses woul d not be
forwarded, it would be inpossible to [ aunch network attacks that
are enabl ed by using spoofed source addresses and nore difficult
to successfully carry out attacks enhanced or strengthened by the
use of spoofed source addresses.

0 Being able to assune that all packet source addresses are correct
woul d al | ow traceback to be acconplished accurately and with
confidence. This would benefit network di agnosi s, managenent,
accounting, and applications.

As part of the effort in devel oping a Source Address Validation
Architecture (SAVA), we inplenmented a SAVA prototype and depl oyed the
prototype in 12 ASes in an operational network as part of China Next
Generation Internet (CNGA) Project [WIO7]. W conducted eval uation
experinments. In this docunent, we first describe the prototype
solutions and then report experinmental results. W hope that this
docunent can provide useful insights to those interested in the

subj ect, and can serve as an initial input to future IETF effort in
this area.

In recent years, there have been a nunber of research and engi neering
efforts to design | P source address validati on nmechani sns, such as

[ RFC2827], [Park01], [LiO2], [BrenmD5], and [Snoe0l]. Qur SAVA
prototype inpl enmentation was inspired by some of the schenes fromthe
proposed or existing solutions.

The prototype inplenentation and experinental results presented in
this report serve only as an input, and by no means preenpt any

sol ution devel opnent that may be carried out by future | ETF effort.

| ndeed, the presented solutions are experinental approaches and have
a nunber of limtations as discussed in Sections 5 and 6.
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2. A Prototype SAVA | npl enmentation
2.1. Solution Overview

A multiple-fence solution is proposed in this docunent. That is,
there are multiple points in the network at which the validity of a
packet’s source address can be checked. This is because in the
current single-fence nodel where source address validity is
essentially checked only at ingress to the network, deploynent has
been i nadequate to the point that there is always sufficient
opportunity to nount attacks based on spoofed source addresses, and
it seens likely that this condition will continue in the foreseeable
future. A nmultiple-fence solution will allow "holes" in depl oynent
to be covered and validity of the source address to be evaluated with
i ncreased confidence across the whole Internet. The assunption here
is that when validity checking is not universal, it is still
worthwhile to increase the confidence in the validity of source
addresses and to reduce the opportunities to mount a source address
spoofing attack.

Furthernmore, the architecture allows for multiple i ndependent and

| oosel y-coupl ed checki ng nechani sns. The notivation for this is that
inthe Internet at large, it is unrealistic to expect any single IP
source address validation nmechanismto be universally supported.
Different operators and vendors nmay choose to depl oy/ devel op

di fferent nmechanisns to achi eve the same end, and there need to be
di fferent nmechanisns to solve the problemat different places in the
network. Furthernore, inplenmentation bugs or configuration errors
could potentially render an inplenentation ineffective. Therefore,
our prototype SAVA inplenentation is a conbination of nultiple

coexi sting and cooperating nmechanisns. More specifically, we

i npl enent source | P address validation at three | evels: access
networ k source address validation; intra-AS source address

val i dation; and inter-AS source address validation, as shown in
Figure 1. The systemdetails can be found in [WO07].
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Key: SAV - Source Address Validation
Figure 1: Solution Overview

Thi s docunent divides source address validation into three different
cl asses of sol utions:

1. Access network. This prevents a host in a network from spoofing
t he address of another host in the same network segment. This
enabl es host-granularity of protection conpared to Intra-AS
prevention. See Section 2.2 for details.
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2. 2.

Wi,

2. Intra-AS. Wen the edge router of an access network perforns
source address validation (e.g., using [ RFC2827] and [ RFC3704]),
hosts are prevented from spoofing an arbitrary address, but
unl ess access network SAV is enpl oyed, they nay be able to spoof
an address of a host in the same network segnent. In a
degenerate case, when a router connects a single host, the host
can’t spoof any address.

3. Inter-AS. Mechanisns that enforce packet source address
correctness at AS boundaries. Because the global Internet has a
mesh topol ogy, and because different networks belong to different
administrative authorities, |P source address validation at the
Inter-AS | evel is nore challenging. Nevertheless, we believe
this third level of protection is necessary to detect packets
wi th spoofed source addresses, when the first two |levels of
source address validation are missing or ineffective.

In the followi ng sections, we describe the specific mechani sns
i npl emrented at each of the three levels in detail

| P Source Address Validation in the Access Network

At the access network level, the solution ensures the host inside the
access network cannot use the source address of another host. The
host address should be a valid address assigned to the host
statically or dynanmically. The solution inplenented in the
experinment provides such a function for Ethernet networks. A layer-3
source address validation architecture device (SAVA Device) for the
access network (the device can be a function inside the Custoner

Preni ses Equi prrent (CPE) router or a separate device) is deployed at
the exit of the access network. Source address validation
architecture agents (SAVA Agents) are depl oyed inside the access
network. (In fact, these agents could be a function inside the first
hop router/switch connected to the hosts.) A set of protocols was
desi gned for communicati on between the host, SAVA Agent, and SAVA
Device. Only a packet originating fromthe host that was assigned
that particul ar source address may pass through the SAVA Agent and
SAVA Devi ce.

Two possi bl e depl oynment variants exist; we will call them Variant A
and Variant B. In Variant A an agent is mandatory and each host is
attached to the agent on a dedi cated physical port. |In Variant B
hosts are required to perform network access authentication and
generate key material needed to protect each packet. In this

variant, the agent is optional.
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The key function of Variant Ais to create a dynam ¢ bi ndi ng between
a switch port and valid source |IP address, or a binding between Medi a
Access Control (MAC) address, source |IP address, and switch port. In
the prototype, this is established by having hosts enpl oy a new
address configuration protocol that the switch is capabl e of

tracki ng.

Note: In a production environment, the approach in the prototype
woul d not be sufficient due to reasons discussed in Section 5.

In Variant A, there are three main participants: Source Address
Request dient (SARC) on the host, Source Address Validation Proxy
(SAVP) on the switch, and Source Address Managenent Server (SAMS). as
shown in Figure 2. The solution follows the basic steps bel ow

1. The SARC on the end host sends an | P address request. The SAVP
on the switch relays this request to the SAMS and records the MAC
address and inconing port. |f the address has al ready been
predeternined by the end host, the end host still needs to put
that address in the request nessage for verification by SAVS

2. After the SAMS receives the I P address request, it then allocates
a source address for that SARC based on the address allocation
and managenent policy of the access network, it stores the
all ocation of the IP address in the SAMS history database for
traceback, then sends response nmessage contai ning the all ocated
address to the SARC.

3. After the SAVP on the access switch receives the response, it
bi nds the I P address and the former stored MAC address of the
request nessage with the switch port on the binding table. Then,
it forwards the issued address to SARC on the end host.

4. The access switch begins to filter packets sent fromthe end

host. Packets which do not conformto the tuple (IP address,
Switch Port) are di scarded.
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Wi,

Key: SARC - Source Address Request dient
SAVP - Source Address Validation Proxy
SAMS - Source Address Managenent Sever

Fi gure 2: Bindi ng-Based | P Source Address Validation
in the Access Network

The main idea of Variant Bis to enploy key material from network
access authentication for sone additional validation process. A
session key is derived for each host connecting to the network, and
each packet sent by the host has cryptographic protection that

enpl oys this session key. After establishing which host the packet
comes from it again beconmes possible to track whet her the addresses
allocated to the host match those used by the host. The mechani sm
details can be found in [ XBW7], but the process follows these basic
st eps:

1. Wen a host wants to establish connectivity, it needs to perform
net wor k access aut henticati on.

2. The network access devices provide the SAVA Agent (often co-
| ocated) a session key S. This key is further distributed to the
SAVA Device. The SAVA Device binds the session key and the
host’s | P address.
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3. Wien the host sends packet Mto somewhere outside the access
network, either the host or the SAVA Agent needs to generate a
nmessage aut hentication code for each using key S and packet M

In the prototype, the nmessage authentication code is carried in
an experinmental |Pv6 extension header.

4. The SAVA Devi ce uses the session key to authenticate the
sighature carried in the packet so that it can validate the
sour ce address.

In our testbed, we inplenented and tested both solutions. The

swi t ch- based sol ution has better performance, but the switches in the
access network woul d need to be upgraded (usually the nunber of
switches in an access network is large). The signature-based

sol ution could be depl oyed between the host and the exit router, but
it has some extra cost in inserting and validating the signature.

2.3. | P Source Address Validation at Intra-AS/Ingress Point
We adopted the solution of the source address validation of IP
packets at ingress points described in [RFC2827] and [ RFC3704]; the
| atter describes source address validation at the ingress points of
mul ti-honed access networks.

2.4. | P Source Address Validation in the Inter-AS Case (Neighboring AS)
Qur design for the Inter-AS Source Address Validation included the
following characteristics: It should cooperate anong different ASes
with different administrative authorities and different interests.

It should be |ightweight enough to support high throughput and not to
i nfl uence forwarding efficiency.

The inter-AS | evel of SAVA can be classified into two sub-cases:

o Two SAVA-conpliant ASes exchanging traffic are directly connected;

0 Two SAVA-conpliant ASes are separated by one or nore intervening,
non- SAVA- conpl i ant provi ders.

Wi, et al. Experi nment al [ Page 9]
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Wi,

| Al MS |
______ | -
|
| AS-4 [-------- e | AS-1 | [------- d oba
| ------ | ASBR, VE| - >| ASBR, VE|  ------ | - | ASBR, VE| - - - >| Pv6
| | VRGE| [-------- e | | VRGE | [------- Net wor k
ETTEEE | I |
| ASBR, VE| | ASBR, VE
/ I
/ I
/ I
/ I
| ASBR, VE] | ASBR, VE|
| AS- 2 | | AS-3 |
----- | |
| | VRGE| I | | VRCGE| I
| ----- I | - I
Key: AINB - AS-1Pv6 prefix Mapping Server
ASBR - AS Border Router
VE - Validating Engine
VR - Validation Rule

VRGE - Validation Rule Cenerating Engine
Figure 3: Inter-1SP (Neighboring AS) Sol ution

Two ASes that exchange traffic have a custoner-to-provider, provider-
t o-customer, peer-to-peer, or sibling-to-sibling relationship. In a
custoner-to-provider or provider-to-custoner relationship, the
custoner typically belongs to a snaller adninistrative domain that
pays a larger adm nistrative domain for access to the rest of
Internet. The provider is an AS that belongs to the |arger

adm ni strative domain. In a peer-to-peer relationship, the two peers
typically belong to adninistrative domai ns of conparabl e size and
find it nmutually advant ageous to exchange traffic between their
respective custoners. Two ASes have a sibling-to-sibling
relationship if they belong to the sane adm nistrative domain or to
adm ni strative domains that have a nutual -transit agreement.
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An AS-rel ati on-based nmechanismis used for nei ghboring SAVA-conpli ant
ASes. The basic ideas of this AS-rel ati on-based nechani sm are as
follows. It builds a VR table that associ ates each inconing
interface of a router with a set of valid source address bl ocks, and
then uses it to filter spoofed packets.

In the solution inplenmented on the testbed, the solution for the
validation of 1 Pv6 prefixes is separated into three functiona

nmodul es: The Validation Rule Generating Engine (VRGE), the Validation
Engine (VE), and the AS-1Pv6 prefix Mapping Server (Al M).

Validation rules that are generated by the VRGE are expressed as |Pv6
address prefixes.

The VRCE generates validation rules that are derived according to
Table 1, and each AS has a VRCGE. The VE | oads validation rules
generated by VRCE to filter packets passed between ASes (in the case
of Figure 3, fromneighboring ASes into AS-1). In the SAVA testbed,
the VE is inplenented as a sinul ated | ayer-2 device on a Linux-based
machi ne inserted into the data path just outside each ASBR interface
that faces a neighboring AS. In a real-world inplenentation, it
woul d probably be inplenented as a packet-filtering set on the ASBR
The AS-1Pv6 prefix mapping server is also inplenented on a Linux
machi ne and derives a mappi ng between an | Pv6 prefix and the AS
nunber of that prefix.

| \ Export| Own | Customer’s| Sibling’s | Provider's | Peer’s
| To \ | Address | Address | Address | Address | Address
hrovider 1w Y T Y Ty |
Costomer 1w 1Y YT T T T
B |
Csoing 1y Y T T T Y T YT

Table 1: AS-Rel ation-Based Inter-AS Filtering

Different ASes exchange and transmit VR infornmation using the AS-

Rel ati on- Based Export Rules in the VRGE. As per Table 1, an AS
exports the address prefixes of itself, its custoners, its providers,
its siblings, and its peers to its custoners and siblings as valid
prefixes, while it only exports the address prefixes of itself, its
custoners, and its siblings to its providers and peers as valid
prefixes. Wth the support of the AS-1Pv6 prefix mapping server

only AS nunbers of valid address prefixes are transferred between
ASes, and the AS nunber is mapped to address prefixes at the VRCGE

Wi, et al. Experi nent al [ Page 11]
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2. 5.

Wi,

Only changes of AS relation and changes of |P address prefixes
bel onging to an AS require the generation of VR updates.

The procedure’s principal steps are as follows (starting fromAS-1 in
Fi gure 3):

1. Wwen the VRGE has initialized, it reads its neighboring SAVA-
conpliant AS table and establishes connections to all the VEs in
its own AS.

2. The VRGE initiates a VR renewal. According to its export table,
it sends its own originated VR to VRGEsS of neighboring ASes. In
this process, VRs are expressed as AS nunbers.

3. Wen a VRCE receives a new VR fromits neighbor, it uses its own
export table to decide whether it should accept the VR and, if it
accepts a VR whether or not it should re-export the VR to other
nei ghbori ng ASes.

4. If the VRGE accepts a VR it uses the AIMS to transformthe AS-
expressed VR into an | Pv6 prefix-expressed VR

5. The VRGE pushes the VRto all the VEs in its AS.

The VEs use these prefix-based VRs to validate the source IP
addresses of incom ng packets.

| P Source Address Validation in the Inter-AS Case
(Non- Nei ghbori ng AS)

In the case where two ASes do not exchange packets directly, it is
not possible to deploy a solution Iike that described in the previous
section. However, it is highly desirable for non-neighboring ISPs to
be able to forma trust alliance such that packets |eaving one AS
will be recognized by the other and inherit the validation status

t hey possessed on leaving the first AS. There is nore than one way
to do this. For the SAVA experinents to date, an authentication tag
nmet hod has been used. This solution is inspired by the work of

[ BrenD5] .

The key el enents of this |ightweight authentication tag based

mechani smare as follows: For each pair of SAVA-conpliant ASes, there
is a pair of unique tenporary authentication tags. Al SAVA-
conpliant ASes together forma SAVA AS Alliance. Wen a packet is
leaving its own AS, if the destination |IP address belongs to an AS in
the SAVA AS Alliance, the edge router of this AS | ooks up the

aut hentication tag using the destination AS nunber as the key, and
adds an authentication tag to the packet. Wen a packet arrives at

et al. Experi nent al [ Page 12]
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the destination AS, if the source address of the packet belongs to an
AS in the SAVA AS Alliance, the edge router of the destination AS
searches its table for the authentication tag using the source AS
nunber as the key, and the authentication tag carried in the packet
is verified and renmoved. As suggested by its nane, this particul ar
nmet hod uses a |ightweight authentication tag. For every packet
forwarded, the authentication tag can be put in an | Pv6 hop-by-hop
extensi on header. It is reasonable to use a 128-bit shared random
nunber as the authentication tag to save the processi ng over head
brought by using a cryptographic nethod to generate the

aut henti cation tag.

The benefit of this schene conpared to nerely turning on |ocal
address validation (such as RFC 2827) is as follows: when | ocal
address validation is enployed within a group of networks, it is
assured that their networks do not send spoofed packets. But other
networks may still do this. Wth the above schene, however, this
capability is elimnated. |If someone outside the alliance spoofs a
packet using a source address from soneone within the alliance, the
menbers of the alliance refuse to accept such a packet.

+----- +
----------------- + REG |-----------------
| LR |
I I
, = Fom e e oo - == R I pp—
. ‘| ‘ | “ ‘
/ | \ / | \

/ | \ / | \
: +--" - -+ +----+ +----+ +----- + :
| | ASC +------ +ASBR| | ASBR+- - - - - + ASC | |
: +--.--+ +- - - - +f +----+ +--+- -+ :
\ | | /
\ / \ /
AS- 1 AS- 2

Key: REG - Registration Server
ASC - AS Control Server
ASBR - AS Border Router

Figure 4: Inter-AS (Non-Nei ghboring AS) Sol ution
There are three mgjor conponents in the system the Registration

Server (REG, the AS Control Server (ASC), and the AS Border Router
( ASBR) .
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Wi,

The Registration Server is the "center" of the trust alliance (TA).
It maintains a nenber list for the TA It perfornms two ngjor
functi ons:

0 Processes requests fromthe AS Control Server, to get the nmenber
list for the TA

o Notifies each AS Control Server when the nmenber list is changed.

Each AS depl oying the nmethod has an AS Control Server. The AS
Control Server has three major functions:

0 Communicates with the Registration Server, to get the up-to-date
menber 1ist of TA

o Conmunicates with the AS Control Server in other nmenber ASes in
the TA, to exchange updates of prefix ownership information and to
exchange aut hentication tags.

o Conmunicates with all AS Border Routers of the local AS, to
configure the processing conponent on the AS Border Routers.

The AS Border Router does the work of adding the authentication tag
to the packet at the sending AS, and the work of verifying and
renoving the authentication tag at the destination AS.

In the design of this system in order to decrease the burden on the
REG, nost of the control traffic happens between ASCs.

The aut hentication tag needs to be changed periodically. Although

t he overhead of mmintaining and exchangi ng authenti cation tags
between AS pairs is Q(N) fromthe point of view of one AS, rather
than QCN'2), the traffic and processing overhead do increase as the
nunber of ASes increases. Therefore, an automatic authentication tag
refresh mechanismis utilized in this solution. In this mechani sm
each peer runs the sanme algorithmto autonatically generate an

aut henti cati on tag sequence. Then the authentication tag in packets
can be changed automatically with high frequency. To enhance the
security, a seed is used for the algorithmto generate an

aut hentication tag sequence robust agai nst guessing. Thus, the peers
need only to negotiate and change the seed at very |ow frequency.
This | owers the overhead associated with frequently negotiating and
changi ng the authentication tag while maintaining acceptable
security.

Since the authentication tag is put in an | Pv6 hop-by-hop extension

header, the MIU i ssues should be considered. Currently we have two
solutions to this problem Neither of the solutions is perfect, but

et al. Experi nent al [ Page 14]
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3.

3. 1.

Wi,

they are both feasible. One possible way is to set the MU at the
ASBR to be 1280 bytes, which is the mninmum MIU for the I Pv6. Thus,
there should be no | CWP "Packet Too Bi g" nessage received fromthe
downstream gat eways. The di sadvantage of this solution is that it
doesn’t make good use of the available MU  The ot her possible way
is tolet the ASBR catch all incom ng I CVWP "Packet Too Bi g" nessages,
and decrease the value in the MIU field before forwarding it into the
AS. The advantage of this solution is that it can make good use of
the available MIU. But such processing of | CMP packets at the ASBR
may create a target for a denial-of-service (DoS) attack

Because the authentication tag is validated at the border router of
the destination AS, not the destination host, the destination options
header is not chosen to carry the authentication tag.

Aut henticati on tag managenment is a critical issue. Qur work focused
on two points: tag negotiation and tag refresh. The tag negotiation
happens between the ASCs of a pair of ASes in the SAVA AS Alliance.
Considering the issue of synchronization and the incentive of
enabl i ng SAVA, receiver-driven tag negotiation is suggested. It

gi ves nore deci sion power to the receiver AS rather than the sender
AS. Wth a receiver-driven schene, the receiver AS can decide the
policies of tag managenment. The packets tagged with old

aut henti cation tags should not be allowed indefinitely. Rather,
after having negotiated a new tag, the old tag should be set to be
invalid after a period of time. The length of this periodis a

paranmeter that will control how long the old tag will be valid after
the new tag has been assigned. |In the experinent, we used five
seconds.

The trust alliance is intended to be established dynamically (join
and quit), but in this testbed we needed to confirmoff-line the
initial trust anong alliance nenbers.

SAVA Test bed
CNG@ - CERNET?2

The prototypes of our solutions for SAVA are inplenented and tested
on CNG - CERNET2. CNG -CERNET2 is one of the China Next Ceneration
Internet (CNA) backbones, operated by the China Education and
Research Network (CERNET). CNG -CERNET2 connects 25 core nodes
distributed in 20 cities in China at speeds of 2.5-10 Gb/s. The

CNd - CERNET2 backbones are I Pv6-only networks rather than being a

m xed | Pv4/1Pv6 infrastructure. Only sone Custoner Prenises Networks
(CPNs) are dual -stacked. The CNG - CERNET2 backbones, CNG - CERNET2
CPNs, and CNA -6l X all have globally unique AS nunbers. Thus a

mul ti-AS testbed environnment is provided.
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It is intended that eventually the SAVA testbed wll

be inplenented in the test
have not been i npl enent ed
t he CNG - CERNET2 backbone

SAVA Test bed

SAVA Testbed on CNG - CERNET2 I nfrastructure

on any of the conmerci al

June 2008

be i npl enent ed
directly on the CNG - CERNET2 backbone, but in the early stages the
test bed has been inplenented across 12 universities connected to

CNG - CERNET2. First, this is because sone of the algorithms need to
bed routers thensel ves, and to date they

routers formng

Second, since CNA - CERNET2 is an
operati onal backbone, any new protocol s and networking techni ques
need to be tested in a non-disruptive way.

N
' \_ mmeemmeeeeeee
/ \ | Inter-AS SAV
o e e e e oo o + | R
| Inter-AS SAV +----- | |
oo pmmemmee + CNG - |
| CERNET2 | __ ---------------
| | |Inter-AS SAV

B ;\
| JIntra-AS | |
| | SAV | |
| + |
I I I
| + |
| | Access | |
| | Network | |
| | SAV ||
L +.’ \
\ ' \
Key: SAV -

Figure 5: CNGQ - CERNET2 SAVA Test bed

In any case, the testbed is fully capable of functiona

solutions for all parts of
for ensuring the validity
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packets sent between nei ghboring service providers, and in packets
sent between service providers separated by an intervening transit
net wor k.

The testbed is distributed across 12 universities connected to CNG -
CERNET?2.

Each of the university installations is connected to the CNG - CERNET2
backbone through a set of inter-AS Source Address Validation
prototype equi prent and traffic nmonitoring equipnent for test result
di spl ay.

Each university deployed one AS. Six universities deployed all parts
of the solution and are hence fully-featured, with validation at the
inter-AS, intra-AS, and access network levels all able to be tested.
In addition, a suite of applications that could be subject to
spoofing attacks or that can be subverted to carry out spoofing
attacks were installed on a variety of servers. Two solutions for

t he access network were depl oyed.

Test Experience and Results

The solutions outlined in section 2 were inplenmented on the testbed
described in section 3. Successful testing of all solutions was been
carried out, as detailed in the follow ng sections.

Test Scenari os

For each of the test scenarios, we tested many cases. Taking the

I nt er-AS (non-nei ghboring AS) SAVA solution test as an exanple, we
classified the test cases into three classes: normal class, dynamc
class, and anti-spoofing class.

1. For normal class, there are three cases: Adding authentication
tag Test, Renoving authentication tag Test, and Forwardi ng
packets with valid source address.

2. For dynanic class, there are four cases: Updating the
aut henti cation tag between ASes, The protection for a newy
j oi ned nmenber AS, Addi ng address space, and Del eti ng address
space.

3. For anti-spoofing class, there is one case: Filtering of packets
with forged | P addresses.

As is shown in Figure 5 we have "nultiple-fence" design for our SAVA

testbed. |f source address validation is deployed in the access
network, we can get a host granularity validation. |[|f source address
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validation is deployed at the intra-AS | evel, we can guarantee that
the packets sent fromthis point have a correct IP prefix. |If source
address validation is deployed at the inter-AS level, we can
guarantee that the packets sent fromthis point are fromthe correct
AS.

Test Results

1. The test results are consistent with the expected ones. For an
AS that has fully-featured SAVA deploynment with validation at the
inter-AS, intra-AS, and access network | evels, packets that do
not hold an authenticated source address will not be forwarded in
the network. As a result, it is not possible to | aunch network
attacks with spoofed source addresses. Moreover, the traffic in
the network can be traced back accurately.

2. For the Inter-AS (non-nei ghboring AS) SAVA solution, during the
period of authentication tag update, the old and the new
aut hentication tags are both valid for source address validation;
thus, there is no packet | o0ss.

3. For the Inter-AS (non-neighboring AS) SAVA solution, the
validation function is inplenented in software on a device
runni ng Li nux, which sinulates the source address validation
functions of a router interface. It is a layer-2 device because
it needs to be transparent to the router interface. During the
test, when the devices were connected directly, norrmal line-rate
forwardi ng was achi eved. When the devices were connected with
routers from another vendor, only a very linmited forwardi ng speed
was achi eved. The reason is that the authentication tags are
added on the | Pv6 hop-by-hop option header, and nany current
routers can handl e the hop-by-hop options only at a limted rate.

Limtations and | ssues

There are several issues both within this overall problem area and
with the particul ar approach taken in the experinment.

Ceneral |ssues

There is a | ong-standi ng debate about whether the | ack of universal
depl oynment of source address validation is a technical issue that
needs a technical solution, or if nere further deploynent of existing
tools (such as RFC 2827) would be a nore cost effective way to

i nprove the situation. Further deploynent efforts of this tool have
proved to be slow, however. Sone of the solutions prototyped in this
experinment allow a group of network operators to have additiona
protection for their networks while waiting for universal depl oynent
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of sinpler tools in the rest of the Internet. This allows themto
prevent spoofing attacks that the sinple tools alone would not be
able to prevent, even if already deployed within the group

Simlarly, since a large fraction of current denial-of-service
attacks can be launched by enploying legitimte |IP addresses

bel onging to botnet clients, even universal deploynment of better
source address validation techniques woul d be unable to prevent these
attacks. However, tracing these attacks would be easier given that
there woul d be nore reliance on the validity of source address.

There is also a question about the optinal placenent of the source
address validation checks. The sinplest nodel is placing the checks
on the border of a network. Such RFC 2827-style checks are nore

wi del y depl oyed than full checks ensuring that all addresses within
the network are correct. It can be argued that it is sufficient to
provi de such coarse granularity checks, because this nakes it at

| east possible to find the responsi bl e network admini strators.
However, depending on the type of network in question, those

adm nistrators may or may not find it easy to track the specific

of fendi ng machi nes or users. It is obviously required that the
admi ni strators have a way to trace offendi ng equi pnent or users --
even if the network does not bl ock spoofed packets in real-tine.

New t echnol ogy for address validation would also face a nunber of
depl oyment barriers. For instance, all current technol ogy can be

| ocally and independently applied. A systemthat requires gl oba
operation (such as the Inter-AS validation nmechanisn) would require
signi ficant coordination, deploynment synchronization, configuration
key setup, and other issues, given the nunber of ASes.

Simlarly, deploying host-based access network address validation
mechani sns requires host changes, and can generally be done only when
the network owners are in control of all hosts. Even then, the
changing availability of the host for all types of products and
platfornms would |ikely prevent universal deploynment even within a

si ngl e network.

There may be al so be significant costs involved in sonme of these
solutions. For instance, in an environnent where access network

aut hentication is normally not required, enploying an authentication-
based access network address validation would require depl oynent of
equi pnent capable of this authentication as well as credentials
distribution for all devices. Such undertaking is typically only
initiated after careful evaluation of the costs and benefits

i nvol ved.
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Finally, all the presented solutions have issues in situations that
go beyond a sinple nodel of a host connecting to a network via the
same single interface at all tines. Miltihoning, failover, and sone
forms of nmobility or wireless solutions may collide with the

requi rements of source address validation. 1In general, dynamc
changes to the attachnment of hosts and topol ogy of the routing
infrastructure are sonething that would have to be handled in a
production environnment.

Security |ssues

The security vs. scalability of the authentication tags in the

I nt er-AS (non-nei ghboring AS) SAVA solution presents a difficult
tradeoff. Sone anal ysis about the difficulty of guessing the

aut henti cation tag between two AS nenbers was di scussed in [BrenD5].
It is relatively difficult, even with using a random nunber as an
"authentication tag". The difficulty of guessing can be increased by
increasing the length of the authentication tag.

In any case, the random nunber approach is definitely vulnerable to
attackers who are on the path between the two ASes.

On the other hand, using an actual cryptographic hash in the packets
will cause a significant increase in the anmount of effort needed to
forward a packet. 1In general, addition of the option and the

cal cul ati on of the authentication tag consune val uabl e resources on
the forwarding path. This resource usage cones on top of everything
el se that nodern routers need to do at ever increasing |line speeds.
It is far fromclear that the costs are worth the benefits.

Protocol Details

In the current CNG - CERNET2 SAVA testbed, a 128-bit authentication
tag is placed in an I Pv6 hop-by-hop option header. The size of the
packets increases with the authentication tags. This by itself is
expected to be acceptable, if the network administrator feels that
the additional protection is needed. The size increases may result
in an MIU i ssue, and we found a way to resolve it in the testbed.
Since an | Pv6 hop-by-hop opti on header was chosen, the option header
has to be examined by all intervening routers. Wile in theory this
shoul d pose no concern, the test results show that many current
routers handl e hop-by-hop options with a nmuch reduced t hroughput
conpared to normal traffic.

The Inter-AS (neighboring AS) SAVA solution is based on the AS

relation; thus, it may not synchronize with the dynam cs of route
changes very quickly and it may cause fal se positives. Currently,
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CNG -CERNET2 is a relatively stable network, and this method works
well in the testbed. We will further study the inpact of false
positives in an unstabl e network.

The access network address validation solution is nerely one option
anong many. Sol utions appear to depend highly on the chosen Iink
technol ogy and network architecture. For instance, source address
val i dation on point-to-point links is easy and has generally been
supported by inplenentations for years. Validation in shared

net wor ks has been nore problematic, but is increasing in inportance
gi ven the use of Ethernet technology across adninistrative boundaries
(such as in DSL). 1In any case, the prototyped solution has a nunber
of limtations, including the decision to use a new address
configuration protocol. In a production environnent, a solution that
is suitable for all |Pv6 address assignment nechani sms woul d be
needed.

Concl usi on
Several conclusions can be drawn fromthe experinent.

First, the experinent is a proof that a prototype can be built that

i s depl oyabl e on | oosel y-coupl ed domai ns of test networks in a
limted scale and "multiple-fence" design for source address
validation. The solution allows different validation granularities,
and also allows different providers to use different solutions. The
coupling of conponents at different levels of granularity can be

| oose enough to all ow conmponent substitution.

I ncrenental depl oynent is another design principle that was used in
the experinent. The tests have denonstrated that benefit is derived
even when depl oynent is inconplete, thus giving providers an
incentive to be early adopters.

The experinent also provided a proof of concept for the sw tch-based
| ocal subnet validation, network authentication based validation
filter-based Inter-AS validation, and authentication tag-based

I nter-AS validation nmechanisnms. The client host and network

equi pnent need to be nodified and sone new servers should be

depl oyed.

Nevert hel ess, as discussed in the previous section, there are a

nunber of limtations, issues, and questions in the prototype designs
and the overall source address validation space.
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It is our hope that sone of the experiences will help vendors and the
Internet standards community in these efforts. Future work in this
space should attenpt to answer sone of the issues raised in

Section 5. Sone of the key issues going forward incl ude:

0 Scalability questions and per-packet operations.

0 Protocol design issues, such as integration to existing address
al | ocati on nmechani snms, use of hop-by-hop headers, etc.

o Cost vs. benefit questions. These may be ultimately answered only
by actually enpl oying some of these technologies in production
net wor ks.

0 Trust establishnment issue and study of false positives.

0 Deployability considerations, e.g. nodifiability of switches,
hosts, etc.

7. Security Considerations

The purpose of the docunment is to report experinental results. Sone
security considerations of the solution nmechanisns of the testbed are
nmentioned in the docunent, but are not the main problemto be
described in this docunent.
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