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NAT Behavi oral Requirements for TCP

Status of This Menp

Thi s docunment specifies an Internet Best Current Practices for the
Internet Conmunity, and requests di scussion and suggestions for
i nprovenents. Distribution of this meno is unlimted.

Abstract

Thi s docunent defines a set of requirenments for NATs that handle TCP
that woul d all ow many applications, such as peer-to-peer applications
and online ganmes to work consistently. Devel opi ng NATs that neet
this set of requirenments will greatly increase the |ikelihood that
these applications will function properly.
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1. Applicability Statenent

Thi s docunent is adjunct to [ BEHAVE-UDP], which defines nany terns
relating to NATs, lays out general requirenents for all NATs, and

sets requirenents for NATs that handle I P and unicast UDP traffic.
The purpose of this docunent is to set requirenments for NATs that

handl e TCP traffic.

The requirenents of this specification apply to traditional NATs as
described in [ RFC2663] .

Thi s docunent only covers the TCP aspects of NAT traversal

M ddl ebox behavior that is not necessary for network address
translation of TCP is out of scope. Packet inspection above the TCP
layer and firewalls are out of scope except for Application Level

Gat eway (ALG behavior that may interfere with NAT traversal
Application and OS aspects of TCP NAT traversal are out of scope.

Si gnal i ng- based approaches to NAT traversal, such as M ddl ebox
Conmuni cation (M DCOV) and Universal Plug and Play (UPnP), that
directly control the NAT are out of scope. Finally, TCP connections
i ntended for the NAT (e.g., an HITP or Secure Shell Protocol (SSH)
managenent interface) and TCP connections initiated by the NAT (e.g.,
reliable syslog client) are out of scope.

2. Introduction

Net wor k Address Transl ators (NATs) hinder connectivity in
appl i cati ons where sessions may be initiated to internal hosts.
Readers may refer to [ RFC3022] for detailed infornmation on
traditional NATs. [BEHAVE-UDP] |ays out the term nol ogy and
requirenments for NATs in the context of IP and UDP. This docunent
suppl enments these by setting requirenments for NATs that handle TCP
traffic. Al definitions and requirenents in [BEHAVE- UDP] are

i nherited here.

[ RFC4614] chronicles the evolution of TCP fromthe original
definition [RFCO793] to present-day inplenentations. Wile nmuch has
changed in TCP with regards to congestion control and flow control,
security, and support for high-bandw dth networks, the process of
initiating a connection (i.e., the 3-way handshake or simultaneous-
open) has changed little. It is the process of connection initiation
that NATs affect the npbst. Experinental approaches such as T/ TCP

[ RFC1644] have proposed alternate connection initiation approaches,
but have been found to be conpl ex and susceptible to denial -of -
service attacks. Mdern operating systens and NATs consequently
primarily support the 3-way handshake and si mul t aneous-open nodes of
connection initiation as described in [RFC0793].

Guha, et al. Best Current Practice [ Page 3]



RFC 5382 NAT TCP Requi renents Cct ober 2008

Recently, many techni ques have been devised to nmake peer-to-peer TCP
applications work across NATs. [STUNT], [NATBLASTER], and [ P2PNAT]
describe Unilateral Self-Address Fixing (UNSAF) nechanisns that all ow
peer-to-peer applications to establish TCP through NATs. These
approaches require only endpoint applications to be nodified and work
wi th standards conpliant OS stacks. The approaches, however, depend
on specific NAT behavior that is usually, but not always, supported
by NATs (see [ TCPTRAV] and [ P2PNAT] for details). Consequently, a
conpl ete TCP NAT traversal solution is sonetines forced to rely on
public TCP relays to traverse NATs that do not cooperate. This
docunent defines requirenents that ensure that TCP NAT traversa
approaches are not forced to use data rel ays.

3. Term nol ogy

The key words "MJST", "MJST NOT", "REQU RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMVENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in [RFC2119].

"NAT" in this specification includes both "Basic NAT" and "Network
Address/ Port Translator (NAPT)" [RFC2663]. The term "NAT Session" is
adapted from[NAT-M B] and is defined as follows.

NAT Session - A NAT session is an associ ati on between a TCP sessi on
as seen in the internal realmand a TCP session as seen in the
external realm by virtue of NAT translation. The NAT session wll
provide the translation glue between the two session representations.

Thi s docunent uses the term "TCP connection” (or just "connection")
to refer to individual TCP flows identified by the 4-tuple (source
and destination IP address and TCP port) and the initial sequence
nunbers (I SN).

Thi s docunent uses the term "address and port mappi ng" (or just
"mappi ng") as defined in [BEHAVE-UDP] to refer to state at the NAT
necessary for network address and port translation of TCP
connections. This docunent also uses the ternms "Endpoint-I| ndependent
Mappi ng", "Address-Dependent Mapping”, "Address and Port - Dependent

Mappi ng", "filtering behavior"”, "Endpoint-I|ndependent Filtering"
" Addr ess- Dependent Filtering", "Address and Port-Dependent
Filtering", "Port assignment", "Port overloading”, "hairpinning", and

"External source |IP address and port" as defined in [ BEHAVE- UDP].
4. TCP Connection Initiation

This section describes various NAT behaviors applicable to TCP
connection initiation
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4.

4.

Address and Port Mappi ng Behavi or

A NAT uses a mapping to translate packets for each TCP connection. A
mappi ng is dynanmically allocated for connections initiated fromthe
internal side, and potentially reused for certain subsequent
connections. NAT behavi or regardi ng when a mappi ng can be reused
differs for different NATs as described in [ BEHAVE- UDP] .

Consider an internal |IP address and TCP port (X:x) that initiates a
TCP connection to an external (Yl:yl) tuple. Let the nmapping

al l ocated by the NAT for this connection be (X1':x1"). Shortly
thereafter, the endpoint initiates a connection fromthe sane (X x)
to an external address (Y2:y2) and gets the mapping (X2':x2') on the
NAT. As per [BEHAVE-UDP], if (X1':x1') equals (X2':x2") for al

val ues of (Y2:y2), then the NAT is defined to have "Endpoint -

| ndependent Mappi ng" behavior. [If (X1':x1') equals (X2 :x2") only
when Y2 equals Y1, then the NAT is defined to have "Address- Dependent
Mappi ng" behavior. If (X1':x1") equals (X2':x2") only when (Y2:y2)
equals (Y1l:yl), possible only for consecutive connections to the sane
external address shortly after the first is termnated and if the NAT
retains state for connections in TIME WAIT state, then the NAT is
defined to have "Address and Port-Dependent Mapping" behavior. This
docunent introduces one additional behavior where (X1':x1') never
equals (X2':x2'), that is, for each connection a new mapping is

al l ocated; in such a case, the NAT is defined to have "Connection-
Dependent Mappi ng" behavi or.

REQ 1: A NAT MJUST have an "Endpoi nt-| ndependent Mappi ng" behavi or
for TCP

Justification: REQ1 is necessary for UNSAF net hods to worKk.
Endpoi nt - | ndependent Mappi ng behavi or all ows peer-to-peer
applications to learn and advertise the external |P address and
port allocated to an internal endpoint such that external peers
can contact it (subject to the NAT's security policy). The
security policy of a NAT is independent of its mappi ng behavi or
and is discussed later in Section 4.3. Having Endpoint-
| ndependent Mappi ng behavi or all ows peer-to-peer applications to
work consistently w thout conprom sing the security benefits of
t he NAT.

Internally Initiated Connections

An internal endpoint initiates a TCP connection through a NAT by
sendi ng a SYN packet. The NAT allocates (or reuses) a mapping for

t he connection, as described in the previous section. The mapping
defines the external |IP address and port used for translation of all
packets for that connection. |In particular, for client-server
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applications where an internal client initiates the connection to an
external server, the mapping is used to translate the outbound SYN,
the resulting i nbound SYN-ACK response, the subsequent outbound ACK
and ot her packets for the connection. This nethod of connection
initiation corresponds to the 3-way handshake (defined in [RFC0793])
and is supported by all NATSs.

Peer-to-peer applications use an alternate nmethod of connection
initiation terned sinmultaneous-open (Fig. 8 [RFC0793]) to traverse
NATs. In the sinmultaneous-open node of operation, both peers send
SYN packets for the sane TCP connection. The SYN packets cross in
the network. Upon receiving the other end s SYN packet, each end
responds with a SYN-ACK packet, which also cross in the network. The
connection is considered established once the SYNN-ACKs are received.
From the perspective of the NAT, the internal host’s SYN packet is
met by an i nbound SYN packet for the same connection (as opposed to a
SYN- ACK packet during a 3-way handshake). Subsequent to this
exchange, both an out bound and an i nbound SYN-ACK are seen for the
connection. Some NATs erroneously block the i nbound SYN for the
connection in progress. Some NATs block or incorrectly translate the
out bound SYN-ACK. Such behavi or breaks TCP sinul t aneous-open and
prevents peer-to-peer applications fromfunctioning correctly behind
a NAT.

In order to provide network address translation service for TCP, it
is necessary for a NAT to correctly receive, translate, and forward
all packets for a connection that conformto valid transitions of the
TCP St ate-Machine (Fig. 6, [RFC0793]).

REQ 2: A NAT MJST support all valid sequences of TCP packets
(defined in [ RFCO793]) for connections initiated both internally
as well as externally when the connection is permtted by the NAT.
In particular:

a) In addition to handling the TCP 3-way handshake node of
connection initiation, A NAT MJST handl e the TCP sinul t aneous-
open node of connection initiation.

Justification: The intent of this requirenent is to allow standards
conpliant TCP stacks to traverse NATs no matter what path the
stacks take through the TCP state-machine and no matter which end
initiates the connection as long as the connection is pernmitted by
the filtering policy of the NAT (filtering policy is described in
the foll owi ng section).

a) In addition to TCP packets for a 3-way handshake, A NAT nust be
prepared to accept an inbound SYN and an out bound SYN ACK for
an internally initiated connection in order to support
si mul t aneous- open

Guha, et al. Best Current Practice [ Page 6]



RFC 5382 NAT TCP Requi renents Cct ober 2008

4.3. Externally Initiated Connections

The NAT al locates a mapping for the first connection initiated by an
internal endpoint to an external endpoint. |In sone scenarios, the
NAT' s policy nmay allow this mapping to be reused for connections
initiated fromthe external side to the internal endpoint. Consider
as before an internal |IP address and port (X x) that is assigned (or
reuses) a nmapping (X1':x1') when it initiates a connection to an
external (Y1l:yl). An external endpoint (Y2:y2) attenpts to initiate
a connection with the internal endpoint by sending a SYNto
(X1':x1"). A NAT can choose to either allow the connection to be
established, or to disallowthe connection. |If the NAT chooses to
allow the connection, it translates the inbound SYN and routes it to
(X:x) as per the existing mapping. It also translates the SYN-ACK
generated by (X:x) in response and routes it to (Y2:y2), and so on.
Alternately, the NAT can disallow the connection by filtering the

i nbound SYN.

A NAT may al |l ow an exi sting napping to be reused by an externally
initiated connection if its security policy pernmits. Severa

different policies are possible as described in [BEHAVE-UDP]. If a
NAT al |l ows the connection initiation fromall (Y2:y2), then it is
defined to have "Endpoint-Independent Filtering" behavior. |If the

NAT al | ows connection initiations only when Y2 equals Y1, then the
NAT is defined to have "Address-Dependent Filtering" behavior. |If
the NAT all ows connection initiations only when (Y2:y2) equal s
(Yl:yl), then the NAT is defined to have "Address and Port - Dependent
Filtering" behavior (possible only shortly after the first connection
has been term nated but the mapping is still active). One additiona
filtering behavior defined in this docunent is when the NAT does not
al l ow any connection initiations fromthe external side; in such
cases, the NAT is defined to have "Connection-Dependent Filtering"
behavior. The difference between "Address and Port - Dependent
Filtering" and "Connection-Dependent Filtering" behavior is that the
former permits an i nbound SYN during the TIME WAIT state of the first
connection to initiate a new connection while the |atter does not.

REQ 3: If application transparency is nmost inportant, it is
RECOVMENDED t hat a NAT have an "Endpoi nt -1 ndependent Filtering"
behavior for TCP. |If a nore stringent filtering behavior is nost

important, it is RECOMVENDED t hat a NAT have an "Address- Dependent

Filtering" behavior.

a) The filtering behavior MAY be an option configurable by the
adm ni strator of the NAT.

b) The filtering behavior for TCP MAY be independent of the
filtering behavior for UDP
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Justification: The intent of this requirenent is to allow peer-to-
peer applications that do not always initiate connections fromthe
internal side of the NAT to continue to work in the presence of
NATs. This behavior also allows applications behind a BEHAVE
compliant NAT to inter-operate with renpte endpoints that are
behi nd non- BEHAVE conpliant (legacy) NATs. |If the renpte
endpoi nt’s NAT does not have Endpoint-I1 ndependent Mapping behavi or
but has only one external |IP address, then an application can
still traverse the conbination of the two NATs if the | ocal NAT
has Address-Dependent Filtering. Section 9 contains a detailed
di scussion on the security inplications of this requirenent.

I f the inbound SYN packet is filtered, either because a correspondi ng
mappi ng does not exist or because of the NAT' s filtering behavior, a
NAT has two basic choices: to ignore the packet silently, or to
signal an error to the sender. Signaling an error through |ICW
nmessages all ows the sender to quickly detect that the SYN did not
reach the intended destination. Silently dropping the packet, on the
ot her hand, allows applications to perform sinultaneous-open nore
reliably.

Silently dropping the SYN ai ds sinultaneous-open as foll ows.

Consi der that the application is attenpting a sinultaneous-open and
the outbound SYN fromthe internal endpoint has not yet crossed the
NAT (due to network congestion or clock skew between the two

endpoi nts); this outbound SYN woul d ot herwi se have created the
necessary napping at the NAT to allow translation of the inbound SYN
Si nce the outbound SYN did not reach the NAT in tinme, the inbound SYN
cannot be processed. If a NAT responds to the prenmature i nbound SYN
with an error nessage that forces the external endpoint to abandon
the connection attenpt, it hinders applications perforning a TCP

si mul t aneous-open. |If instead the NAT silently ignores the inbound
SYN, the external endpoint retransmts the SYN after a TCP ti nmeout.
In the neantine, the NAT creates the mapping in response to the

(del ayed) outbound SYN such that the retransmtted i nbound SYN can be
routed and si mul t aneous-open can succeed. The downside to this
behavior is that in the event the inbound SYN is erroneous, the
renote side does not learn of the error until after several TCP

ti meouts.

NAT support for sinultaneous-open as well as quickly signaling errors
are both inportant for applications. Unfortunately, there is no way
for a NAT to signal an error without forcing the endpoint to abort a
potential sinultaneous-open: TCP RST and | CMP Port Unreachabl e
packets require the endpoint to abort the attenpt while the | CMP Host
and Network Unreachabl e errors nay adversely affect other connections
to the same host or network [RFC1122].
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In addition, when an unsolicited SYNis received by the NAT, the NAT
may not know whether the application is attenpting a sinultaneous-
open (and that it should therefore silently drop the SYN or whether
the SYNis in error (and that it should notify the sender).

REQ 4: A NAT MJUST NOT respond to an unsolicited i nbound SYN packet
for at |east 6 seconds after the packet is received. |f during
this interval the NAT receives and transl ates an outbound SYN for
the connection the NAT MJUST silently drop the original unsolicited
i nbound SYN packet. O herwi se, the NAT SHOULD send an | CVP Port
Unreachabl e error (Type 3, Code 3) for the original SYN, unless
REQ 4a appli es.

a) The NAT MUST silently drop the original SYN packet if sending a
response violates the security policy of the NAT.

Justification: The intent of this requirenent is to allow
si mul t aneous-open to work reliably in the presence of NATs as wel |
as to quickly signal an error in case the unsolicited SYNis in
error. As of witing this meno, it is not possible to achieve
bot h; the requirenent therefore represents a conproni se. The NAT
shoul d tol erate sone delay in the outbound SYN for a TCP
si mul t aneous- open, which nmay be due to network congestion or | oose
synchroni zati on between the endpoints. |If the unsolicited SYNis
not part of a sinmultaneous-open attenpt and is in error, the NAT
shoul d endeavor to signal the error in accordance with [ RFC1122].
a) There may, however, be reasons for the NAT to rate-limt or
omit such error notifications, for exanple, in the case of an
attack. Silently dropping the SYN packet when under attack
al  ows sinmul t aneous-open to work wi thout consum ng any extra
network bandwi dth or revealing the presence of the NAT to
attackers. Section 9 nentions the security considerations for
this requirenent.

For NATs that conbine NAT functionality with end-host functionality
(e.g., an end-host that also serves as a NAT for other hosts behind
it), REQ 4 above applies only to SYNs intended for the NAT ed hosts
and not to SYNs intended for the NAT itself. One way to determ ne
whet her the inbound SYN is intended for a NAT ed host is to allocate
NAT mappi ngs fromone port range, and allocate ports for |ocal
endpoints froma different non-overl apping port range. Mre dynanic
i mpl enent ati ons can be i nmagi ned.
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5. NAT Sessi on Refresh

A NAT mai ntains state associated with in-progress and established
connections. Because of this, a NAT is susceptible to a resource-
exhaustion attack whereby an attacker (or virus) on the internal side
attenpts to cause the NAT to create nore state than for which it has
resources. To prevent such an attack, a NAT needs to abandon
sessions in order to free the state resources.

A common nethod that is applicable only to TCP is to preferentially
abandon sessions for crashed endpoints, followed by closed TCP
connections and partially open connections. A NAT can check if an
endpoi nt for a session has crashed by sending a TCP keep-alive packet
and receiving a TCP RST packet in response. |If the NAT cannot
determ ne whether the endpoint is active, it should not abandon the
session until the TCP connection has been idle for sonme tinme. Note
that an established TCP connection can stay idle (but live)
indefinitely, hence, there is no fixed value for an idle-tinmeout that
accommobdates all applications. However, a large idle-tineout

noti vated by recommendations in [RFCL122] can reduce the chances of
abandoning a live session

A TCP connection passes through three phases: partially open,
established, and closing. During the partially open phase, endpoints
synchroni ze initial sequence nunbers. The phase is initiated by the
first SYN for the connection and extends until both endpoints have
sent a packet with the ACK flag set (TCP states: SYN _SENT and
SYN_RCVD). ACKs in both directions mark the beginning of the
establ i shed phase where application data can be exchanged
indefinitely (TCP states: ESTABLISHED, FIN WAIT_1, FINWAIT_2, and
CLOSE WAIT). The closing phase begi ns when both endpoi nts have
termnated their half of the connection by sending a FIN packet.

Once FIN packets are seen in both directions, application data can no
| onger be exchanged, but the stacks still need to ensure that the FIN
packets are received (TCP states: CLOSI NG and LAST_ACK)

TCP connections can stay in established phase indefinitely without
exchangi ng any packets. Sone end-hosts can be configured to send
keep-al ive packets on such idle connections; by default, such keep-
alive packets are sent every 2 hours if enabled [ RFC1122].
Consequently, a NAT that waits for slightly over 2 hours can detect

i dl e connections with keep-alive packets being sent at the default
rate. TCP connections in the partially open or closing phases, on
the other hand, can stay idle for at nost 4 mnutes while waiting for
in-flight packets to be delivered [ RFC1122].
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The "established connection idle-tinmeout"” for a NAT is defined as the
mninmumtine a TCP connection in the established phase nust renain
idle before the NAT considers the associ ated session a candi date for
renoval. The "transitory connection idle-tinmeout” for a NAT is
defined as the mininumtine a TCP connection in the partially open or
cl osi ng phases nust remain idle before the NAT considers the

associ ated session a candidate for rempval. TCP connections in the
TIME WAIT state are not affected by the "transitory connection idle-
timeout".

REQ 5: If a NAT cannot determ ne whether the endpoints of a TCP
connection are active, it MAY abandon the session if it has been
idle for sone tine. |In such cases, the value of the "established
connection idle-tinmeout” MJUST NOT be |ess than 2 hours 4 m nutes.
The value of the "transitory connection idle-tinmeout" MJST NOT be
| ess than 4 ni nutes.

a) The value of the NAT idle-tineouts MAY be configurabl e.

Justification: The intent of this requirement is to mnimze the
cases where a NAT abandons session state for a |live connection.
Wil e somre NATs may choose to abandon sessions reactively in
response to new connection initiations (allow ng idle connections
to stay up indefinitely in the absence of new initiations), other
NATs may choose to proactively reap idle sessions. |In cases where
the NAT cannot actively determine if the connection is alive, this
requi rement ensures that applications can send keep-alive packets
at the default rate (every 2 hours) such that the NAT can
passively deternine that the connection is alive. The additional
4 minutes allows tinme for in-flight packets to cross the NAT.

NAT behavi or for handling RST packets, or connections in TIME WAIT
state is left unspecified. A NAT MAY hold state for a connection in
TIME WAIT state to accommpdate retransm ssions of the [ast ACK
However, since the TIME WAIT state is conmonly encount ered by

i nternal endpoints properly closing the TCP connection, holding state
for a closed connection may limt the throughput of connections
through a NAT with limted resources. [RFCL337] describes hazards
associated with TIME_WAI T assassi hation

The handl i ng of non- SYN packets for connections for which there is no
active mapping is left unspecified. Such packets nay be received if
the NAT silently abandons a |ive connection, or abandons a connection
in TTIMEWAIT state before the 4 mnute TIME_WAIT period expires. The
decision to either silently drop such packets or to respond with a
TCP RST packet is left up to the inplenmentation
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NAT behavi or for notifying endpoi nts when abandoning |ive connections
is left unspecified. Wen a NAT abandons a |ive connection, for
exanpl e due to a timeout expiring, the NAT MAY either send TCP RST
packets to the endpoints or MAY silently abandon the connecti on.

Sending a RST notification all ows endpoint applications to recover
nmore qui ckly; however, notifying the endpoints may not al ways be
possible if, for exanple, session state is lost due to a power
failure.

6. Application Level Gateways

Application Level Gateways (ALGs) in certain NATs nodify | P addresses
and TCP ports enbedded i nside application protocols. Such ALGs may
interfere with UNSAF net hods or protocols that try to be NAT-aware
and nust therefore be used with extreme caution.

REQ 6: |If a NAT includes ALGs that affect TCP, it is RECOVMENDED
that all of those ALGs (except for FTP [ RFC0959]) be disabl ed by
defaul t.

Justification: The intent of this requirenment is to prevent ALGs
frominterfering with UNSAF net hods. The default state of an FTP
ALG is left unspecified because of |egacy concerns: as of witing
this nmeno, a large fraction of |egacy FTP clients do not enable
passive (PASV) node by default and require an ALG to traverse
NATS.

7. Oher Requirenments Applicable to TCP

A list of general and UDP-specific NAT behavioral requirenments are
described in [BEHAVE-UDP]. A list of |ICMP-specific NAT behavi oral
requirements are described in [BEHAVE-1CWP]. The requirenents |isted
bel ow reiterate the requirenents fromthese two docunments that
directly affect TCP. The follow ng requirenments do not relax any
requi rements in [ BEHAVE- UDP] or [ BEHAVE-I| CVP].

7.1. Port Assignhment

NATs that allow different internal endpoints to simnultaneously use
the same nmapping are defined in [ BEHAVE- UDP] to have a "Port

assi gnment” behavi or of "Port overloading". Such behavior is
undesirable, as it prevents two internal endpoints sharing the sane
mappi ng from establi shing sinmultaneous connections to a commobn

ext ernal endpoint.

REQ 7: A NAT MJUST NOT have a "Port assignnment" behavior of "Port
over| oadi ng" for TCP.
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Justification: This requirement allows two applications on the
internal side of the NAT to consistently comuni cate with the same
desti nati on.

NAT behavior for preserving the source TCP port range for connections
is left unspecified. Sonme applications expect the source TCP port to
be in the well-known range (TCP ports fromO to 1023). The "r"
series of conmmands (rsh, rcp, rlogin, etc.) are an exanple. NATs
that preserve the range fromwhich the source port is picked allow
such applications to function properly through the NAT; however, by
doi ng so the NAT may conproni se the security of the application in
certain situations; applications that depend only on the |IP address
and source TCP port range for security (the "r" conmands, for
exanpl e) cannot di stingui sh between an attacker and a |legiti mate user
behi nd the sanme NAT.

7.2. Hairpinning Behavior

NATs that forward packets originating froman internal address,
destined for an external address that matches the active mapping for
an internal address, back to that internal address are defined in

[ BEHAVE- UDP] as supporting "hairpinning”. |If the NAT presents the
hai r pi nned packet with an external source |IP address and port (i.e.,

t he mapped source address and port of the originating internal
endpoint), then it is defined to have "External source |P address and
port" for hairpinning. Hairpinning is necessary to allow two

i nternal endpoints (known to each other only by their external napped
addresses) to conmunicate with each other. "External source IP
address and port" behavi or for hairpinning avoids confusing

i npl erent ati ons that expect the external source |P address and port.

REQ 8: A NAT MJST support "hairpinning" for TCP
a) A NAT' s hairpinning behavior MJST be of type "External source
| P address and port".

Justification: This requirement allows two applications behind the
same NAT that are trying to communi cate with each other using
their external addresses.

a) Using the external source address and port for the hairpinned
packet is necessary for applications that do not expect to
receive a packet froma different address than the external
address they are trying to conmunicate with.

7.3. 1CWP Responses to TCP Packets
Several TCP nechani sms depend on the reception of |CVMP error nessages

triggered by the transnission of TCP segnments. One such mechanismis
path MIU di scovery [RFCL1191], which is required for the correct
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operation of TCP. The current path MIU di scovery nechani smrequires
t he sender of TCP segnents to be notified of |ICWP "Datagram Too Big"
responses.

REQ 9: If a NAT translates TCP, it SHOULD translate | CMP Desti nation
Unr eachabl e (Type 3) nessages.

Justification: Translating | CVP Destination Unreachabl e nessages,
particularly the "Fragnmentati on Needed and Don’t Fragment was Set"
(Type 3, Code 4) nessage avoi ds conmuni cation failures ("black
hol es” [RFC2923]). Furthernore, TCP' s connection establishment
and mai nt enance nechani sns al so behave nuch nore efficiently when
| CMP Destination Unreachabl e nmessages arrive in response to
out goi ng TCP segnents.

REQ 10: Receipt of any sort of |ICVMP nessage MJUST NOT terminate the
NAT mappi ng or TCP connection for which the | CMP was generat ed.

Justification: This is necessary for reliably perform ng TCP
si mul t aneous- open where a renote NAT nay tenporarily signal an
| CMP error.

8. Requirenents

A NAT that supports all of the mandatory requirenments of this
specification (i.e., the "MJST") and is conpliant wth [ BEHAVE- UDP],
is "compliant with this specification”. A NAT that supports all of
the requirenents of this specification (i.e., included the
"RECOVMENDED') and is fully conpliant with [BEHAVE-UDP] is "fully
conpliant with all the mandatory and recomrended requirenents of this
speci fication".

REQ 1: A NAT MJUST have an "Endpoi nt-| ndependent Mappi ng" behavi or
for TCP

REQ 2: A NAT MJST support all valid sequences of TCP packets
(defined in [ RFCO793]) for connections initiated both internally
as well as externally when the connection is permtted by the NAT.
In particular:

a) In addition to handling the TCP 3-way handshake node of
connection initiation, A NAT MJST handl e the TCP sinul t aneous-
open node of connection initiation.

REQ 3: If application transparency is nmost inportant, it is
RECOVMENDED t hat a NAT have an "Endpoi nt -1 ndependent Filtering"
behavior for TCP. |If a more stringent filtering behavior is nost

important, it is RECOMVENDED t hat a NAT have an "Address- Dependent
Filtering" behavior.
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a) The filtering behavior MAY be an option configurable by the
adm ni strator of the NAT.

b) The filtering behavior for TCP MAY be i ndependent of the
filtering behavior for UDP.

REQ 4: A NAT MJUST NOT respond to an unsolicited i nbound SYN packet
for at |east 6 seconds after the packet is received. |f during
this interval the NAT receives and transl ates an outbound SYN for
the connection the NAT MJUST silently drop the original unsolicited
i nbound SYN packet. O herwi se, the NAT SHOULD send an | CVP Port
Unreachabl e error (Type 3, Code 3) for the original SYN, unless
REQ 4a appli es.

a) The NAT MUST silently drop the original SYN packet if sending a
response violates the security policy of the NAT.

REQ 5: If a NAT cannot determ ne whether the endpoints of a TCP
connection are active, it MAY abandon the session if it has been
idle for sone tine. |In such cases, the value of the "established
connection idle-tinmeout” MJUST NOT be |ess than 2 hours 4 m nutes.
The value of the "transitory connection idle-tinmeout" MJST NOT be
| ess than 4 ni nutes.

a) The value of the NAT idle-tineouts MAY be configurabl e.

REQ 6: |If a NAT includes ALGs that affect TCP, it is RECOVMENDED
that all of those ALGs (except for FTP [ RFC0959]) be disabl ed by
defaul t.

The following requirenents reiterate requirenents from [ BEHAVE- UDP]
or [BEHAVE-1CMP] that directly affect TCP. This docunment does not
rel ax any requirenents in [ BEHAVE- UDP] or [BEHAVE-I| CWVP].

REQ 7: A NAT MJUST NOT have a "Port assignnment" behavior of "Port
over| oadi ng" for TCP.

REQ 8: A NAT MJST support "hairpinning" for TCP.

a) A NAT' s hairpinning behavior MJST be of type "External source
| P address and port".

REQ 9: If a NAT translates TCP, it SHOULD translate | CMP Desti nation
Unr eachabl e (Type 3) nessages.

REQ 10: Receipt of any sort of |ICWMP nessage MJUST NOT terminate the
NAT mappi ng or TCP connection for which the | CMP was generat ed.
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9. Security Considerations

[ BEHAVE- UDP] di scusses security considerations for NATs that handle
| P and unicast UDP traffic. Security concerns specific to handling
TCP packets are discussed in this section

Security considerations for REQ 1: This requirenent does not

i ntroduce any TCP-specific security concerns.

Security considerations for REQ 2: This requirenent does not

i ntroduce any TCP-specific security concerns. Sinultaneous-open
and other transitions in the TCP state machi ne are by-design and
necessary for TCP to work correctly in all scenarios. Further,
this requirenment only affects connections already in progress as
aut hori zed by the NAT in accordance with its policy.

Security considerations for REQ 3: The security provided by the NAT

is governed by its filtering behavior as addressed in

[ BEHAVE- UDP] . Connecti on- Dependent Filtering behavior is nost
secure froma firewall perspective, but severely restricts
connection initiations through a NAT. Endpoint-I|ndependent
Filtering behavior, which is nost transparent to applications,
requires an attacker to guess the |IP address and port of an active
mapping in order to get his packet to an internal host. Address-
Dependent Filtering, on the other hand, is | ess transparent than
Endpoi nt - | ndependent Filtering but nore transparent than

Connecti on-Dependent Filtering; it is nmore secure than Endpoint-

I ndependent Filtering as it requires an attacker to additionally
guess the address of the external endpoint for a NAT session
associated with the mapping and be able to receive packets
addressed to the sanme. While this protects agai nst nost attackers
on the Internet, it does not necessarily protect against attacks
that originate frombehind a renote NAT with a single | P address
that is also translating a legitimte connection to the victim

Security considerations for REQ 4: This docunent recomends that a

Quha,

NAT respond to unsolicited i nbound SYN packets with an | CMP error
del ayed by a few seconds. Doing so may reveal the presence of a
NAT to an external attacker. Silently dropping the SYN makes it
harder to di agnose network problenms and forces applications to
wait for the TCP stack to finish several retransm ssions before
reporting an error. An inplenenter nust therefore understand and
carefully weigh the effects of not sending an I CVP error or rate-
l[imting such ICWP errors to a very small nunber.
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Security considerations for REQ 5: This docunment recomends that a
NAT that passively nonitors TCP state keep idle sessions alive for
at least 2 hours 4 nminutes or 4 mnutes depending on the state of
the connection. |If a NAT is under attack, it may attenpt to
actively deternmine the liveliness of a TCP connection or let the
NAT admi ni strator configure nore conservative timeouts.

Security considerations for REQ 6: This requirenent does not
i ntroduce any TCP-specific security concerns.

Security considerations for REQ 7: This requirenent does not
i ntroduce any TCP-specific security concerns.

Security considerations for REQ 8: This requirenent does not
i ntroduce any TCP-specific security concerns.

Security considerations for REQ9: This requirenent does not
i ntroduce any TCP-specific security concerns.

Security considerations for REQ 10: This requirenent does not
i ntroduce any TCP-specific security concerns.

NAT i nmpl enent ati ons that nodify TCP sequence nunbers (e.g., for
privacy reasons or for ALG support) nust ensure that TCP packets with
Sel ective Acknow edgenment (SACK) notifications [ RFC2018] are properly
handl ed.

NAT i npl enentations that nodify |ocal state based on TCP flags in
packets nust ensure that out-of-w ndow TCP packets are properly
handl ed. [RFC4953] summarizes and di scusses a variety of solutions
designed to prevent attackers fromaffecting TCP connecti ons.
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