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Status of This Meno

Thi s docunment specifies an Internet standards track protocol for the
Internet conmunity, and requests di scussion and suggestions for

i nprovenents. Please refer to the current edition of the "Internet
O ficial Protocol Standards" (STD 1) for the standardization state
and status of this protocol. Distribution of this meno is unlimnited.

Abstract

Thi s docunent describes procedures and protocol extensions for the
use of Resource Reservation Protocol-Traffic Engineering (RSVP-TE)
signaling in Miltiprotocol Label Sw tching-Traffic Engineering
(MPLS-TE) packet networks and Ceneralized MPLS (GWLS) packet and
non- packet networks to support the establishnent and nmi nt enance of
Label Swi tched Paths that cross domain boundaries.

For the purpose of this docunent, a domain is considered to be any
collection of network el enments within a conmon real m of address space
or path conputation responsibility. Exanples of such domai ns incl ude
Aut ononmous Systens, Interior Gateway Protocol (IGP) routing areas,
and GVWPLS overl ay networks.
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1. Introduction

The requirenents for inter-area and inter-AS (Autononous Systen)
Mul ti protocol Label Switching (MPLS) Traffic Engineering (TE) are
stated in [ RFC4105] and [ RFC4216], respectively. Many of these
requirenments al so apply to Generalized MPLS (GWPLS) networks. The
framework for inter-donmain MPLS-TE is provided in [ RFC4726].

Thi s docunent presents procedures and extensions to Resource
Reservation Protocol -Traffic Engineering (RSVP-TE) signaling for the
setup and nmi ntenance of traffic engi neered Label Switched Paths (TE
LSPs) that span multiple domains in MPLS-TE or GWLS networks. The
signaling procedures described in this docunent are applicable to
MPLS- TE packet LSPs established using RSVP-TE ([ RFC3209]) and al

LSPs (packet and non-packet) that use RSVP-TE GVWPLS extensions as
described in [ RFC3473].

Three different signaling nmethods for inter-domain RSVP-TE signaling
are identified in [ RFC4726]. Contiguous LSPs are achi eved using the
procedures of [RFC3209] and [RFC3473] to create a single end-to-end
LSP that spans all domains. Nested LSPs are established using the
techni ques described in [ RFC4206] to carry the end-to-end LSP in a
separate tunnel across each domain. Stitched LSPs are established
usi ng the procedures of [RFC5150] to construct an end-to-end LSP from
t he concatenati on of separate LSPs each spanning a donain.

Thi s docunent defines the RSVP-TE protocol extensions necessary to
control and select which of the three signaling nechanisns is used
for any one end-to-end inter-domain TE LSP

For the purpose of this docunent, a domain is considered to be any
collection of network el enments within a conmon real m of address space
or path conputation responsibility. Exanples of such domai ns include
Aut ononmous Systens, | GP areas, and GVPLS overl ay networks

([ RFC4208]).

1.1. Conventions Used in This Docunent
The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",

"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in RFC 2119 [ RFC2119].
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1.2. Termnol ogy
AS: Aut ononbus System
ASBR: Aut ononpbus System Border Router. A router used to connect
together ASs of a different or the sanme Service Provider via one or
nore inter-AS |inks.

Bypass Tunnel: An LSP that is used to protect a set of LSPs passing
over a comon facility.

ERO Explicit Route Object.
FA: Forwar di ng Adj acency.
LSRR Label Switching Router.

MP: Merge Point. The node where bypass tunnels neet the protected
LSP.

NHOP bypass tunnel: Next-Hop Bypass Tunnel. A backup tunnel, which
bypasses a single link of the protected LSP.

NNHOP bypass tunnel: Next-Next-Hop Bypass Tunnel. A backup tunnel,
whi ch bypasses a single node of the protected LSP.

PLR: Point of Local Repair. The ingress of a bypass tunnel.
RRO Record Route bject.
TE link: Traffic Engineering |ink

2. Signaling Overview

The RSVP-TE signaling of a TE LSP within a single domain is described
in [RFC3209] and [ RFC3473]. Inter-domain TE LSPs can be supported by
one of three options as described in [ RFC4726] and set out in the
next section:

- contiguous LSPs
- nested LSPs
- stitched LSPs.

In fact, as pointed out in [RFC4726], any conbi nati on of these three
options may be used in the course of an end-to-end inter-domain LSP.
That is, the options should be considered as per-domain transit
options so that an end-to-end inter-domain LSP that starts in domain
A transits domains B, C, and D, and ends in donmain E night use an
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LSP that runs contiguously fromthe ingress in domain A through
domain B to the border with domain C. Donmain C mght be transited
using the nested LSP option to reach the border with donain D, and
domain D might be transited using the stitched LSP option to reach
the border with domain E, fromwhere a normal LSP runs to the egress.

Thi s docunent describes the RSVP-TE signaling extensions required to
sel ect and control which of the three signaling nechanisns is used.

The specific protocol extensions required to signal each LSP type are
described in other docunments and are out of scope for this docunent.
Simlarly, the routing extensions and path computation techni ques
necessary for the establishnment of inter-domain LSPs are out of
scope. An inplenentation of a transit LSR is unaware of the options
for inter-domain TE LSPs since it sees only TE LSPs. An

i npl enentation of a domain border LSR has to deci de what nechani sns
of inter-domain TE LSP support to include, but nmust in any case
support contiguous inter-domain TE LSPs since this is the default
node of operation for RSVP-TE. Failure to support either or both of
nested LSPs or stitched LSPs, restricts the operators options, but
does not prevent the establishment of inter-donmain TE LSPs.

2.1. Signaling Options

There are three ways in which an RSVP-TE LSP coul d be signal ed across
mul ti pl e domai ns:

Cont i guous
A contiguous TE LSP is a single TE LSP that is set up across
nmul ti pl e domai ns usi ng RSVP-TE signaling procedures described in
[ RFC3209] and [RFC3473]. No additional TE LSPs are required to
create a contiguous TE LSP, and the sanme RSVP-TE information for
the TE LSP is nmaintained along the entire LSP path. In
particular, the TE LSP has the same RSVP-TE session and LSP ID at
every LSR along its path.

Nest ed
One or nmore TE LSPs may be nested within another TE LSP as
described in [RFC4206]. This techni que can be used to nest one or
nore inter-domain TE LSPs into an intra-donmain hierarchical LSP
(H-LSP). The | abel stacking construct is used to achieve nesting
in packet networks. In the rest of this docunent, the term H LSP
is used to refer to an LSP that allows other LSPs to be nested
withinit. An HLSP may be advertised as a TE link within the
same instance of the routing protocol as was used to advertise the
TE links fromwhich it was created, in which case it is a
Forwar di ng Adj acency (FA) [ RFC4206].
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Stitched
The concept of LSP stitching as well as the required signaling
procedures are described in [RFC5150]. This technique can be used
to stitch together shorter LSPs (LSP segnents) to create a single,
| onger LSP. The LSP segnments of an inter-domain LSP may be
i ntra-domain LSPs or inter-domain LSPs.

The process of stitching in the data plane results in a single,
end-to-end contiguous LSP. But in the control plane, each segnent
is signaled as a separate LSP (with distinct RSVP sessions) and
the end-to-end LSP is signaled as yet another LSP with its own
RSVP session. Thus, the control plane operation for LSP stitching
is very simlar to that for nesting.

An end-to-end inter-donain TE LSP may be achi eved using one or nore
of the signaling techniques described. The choice is a matter of
policy for the node requesting LSP setup (the ingress) and policy for
each successive donain border node. On receipt of an LSP setup
request (RSVP-TE Path nessage) for an inter-domain TE LSP, the

deci sion of whether to signal the LSP contiguously or whether to nest
or stitch it to another TE LSP depends on the paraneters signal ed
fromthe ingress node and on the configuration of the |ocal node.

The stitching segment LSP or HLSP used to cross a domain nay be
pre-established or signaled dynanmically based on the demand caused by
the arrival of the inter-domain TE LSP setup request.

3. Procedures on the Domai n Border Node

Whet her an inter-domain TE LSP i s contiguous, nested, or stitched is
limted by the signaling nethods supported by or configured on the
internmediate nodes. It is usually the domain border nodes where this
restriction applies since other transit nodes are oblivious to the
mechanismin use. The ingress of the LSP may further restrict the
choice by setting paraneters in the Path nessage when it is signal ed.

When a domai n border node receives the RSVP Path nessage for an
inter-domain TE LSP setup, it MJST carry out the follow ng procedures
before it can forward the Path nessage to the next node al ong the
pat h:

1. Apply policies for the domain and the domai n border node.
These policies may restrict the establishnent of inter-domain
TE LSPs. In case of a policy failure, the node SHOULD f ai
the setup and send a PathErr nessage with error code "Policy
control failure"/ "Inter-domain policy failure"
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Determ ne the signaling nethod to be used to cross the domain.
If the ingress node of the inter-domain TE LSP has specified
restrictions on the nethods to be used, these MJST be adhered
to. Wthin the freedom all owed by the ingress node, the
domai n border node MAY choose any nethod according to | oca
configuration and policies. |If no resultant signaling method
is avail able or allowed, the domain border node MJST send a
Pat hErr nmessage with an error code as described in Section

4. 1.

Thus, for exanple, an ingress may request a contiguous LSP
because it wi shes to exert maximal control over the LSP's path
and to control when reoptimzation takes place. But the
operator of a transit dormain may decide (for exanple) that
only LSP stitching is allowed for exactly the reason that it

gi ves the operator the chance to reoptimze their own domain
under their own control. |In this case, the policy applied at
the entry to the transit domain will result in the return of a
Pat hErr nmessage and the ingress has a choice to:

- find another path avoiding the transit domain,
- relax his requirenents, or
- fail to provide the service.

Carry out ERO procedures as described in Section 3 in addition
to the procedures in [ RFC3209] and [ RFC3473].

Perform any path conputations as required to determ ne the
path across the domain and potentially to select the exit
poi nt fromthe donain.

The path conputation procedure is outside the scope of this
docunent. A path conputation option is specified in

[ RFC5152], and another option is to use a Path Conputation
El ement (PCE) [ RFC4655].

4a. In the case of nesting or stitching, either find an
existing intra-domain TE LSP to carry the inter-domain TE
LSP or signal a new one, depending on |ocal policy.

In the event of a path conputation failure, a PathErr nessage
SHOULD be sent with error code "Routing Problent using an
error value selected according to the reason for conputation
failure. A domain border node MAY opt to silently discard the
Path nmessage in this case as described in Section 8.
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3.

1

In the event of the receipt of a PathErr nessage reporting signaling
failure fromwi thin the donain or reported froma downstream domai n,
the dormai n border node MAY apply crankback procedures as described in
Section 3.2. If crankback is not applied, or is exhausted, the
border node MJST continue with PathErr processing as described in

[ RFC3209] and [ RFC3473].

In the event of successful processing of a Path or Resv nessage, the
domai n border node MJST carry out RRO procedures as described in
Section 3. 3.

Rul es on ERO Processing

The ERO that a domain border node receives in the Path nessage was
supplied by the ingress node of the TE LSP and may have been updat ed
by ot her nodes (for exanple, other domain border nodes) as the Path
nmessage was propagated. The content of the ERO depends on severa
factors including:

- the path conputation techni ques used,

- the degree of TE visibility available to the nodes perform ng path
comput ati on, and

- the policy at the nodes creating/nodifying the ERO

In general, HLSPs and LSP segnents are used between domai n border
nodes, but there is no restriction on the use of such LSPs to span
multiple hops entirely within a domain. Therefore, the discussion
that follows may be equally applied to any node within a domain

al t hough the term "domai n border node" continues to be used for
clarity.

Wien a Path nessage reaches the domain border node, the follow ng
rul es apply for ERO processing and for further signaling.

1. If there are any policies related to ERO processing for the
LSP, they MJUST be applied and correspondi ng acti ons MJST be
taken. For exanple, there might be a policy to reject ERGCs
that identify nodes within the domain. In case of
inter-domain LSP setup failures due to policy failures rel ated
to ERO processing, the node SHOULD i ssue a PathErr with error
code "Policy control failure"/"Inter-domain explicit route
rejected", but MAY be configured to silently discard the Path
nessage or to return a different error code for security
reasons.
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Section 8.2 of [RFC4206] describes how a node at the edge of a
regi on processes the EROin the incom ng Path nessage and uses
this ERO, to either find an existing HLSP or signal a new

H LSP using the ERO hops. This process includes adjusting the
ERO before sending the Path nessage to the next hop. These
procedures MJST be followed for nesting or stitching of

i nter-domain TE LSPs.

I f an ERO subobject identifies a TE link forned by the
advertisenment of an H LSP or LSP segnment (whether nunbered or
unnunbered), contiguous signaling MIST NOT be used. The node
MUST use either nesting or stitching according to the
capabilities of the LSP that forms the TE link, the paraneters
signaled in the Path nessage, and local policy. |If there is a
conflict between the capabilities of the LSP that forns the TE
link indicated in the ERO and the paraneters on the Path
nessage, the domai n border node SHOULD send a PathErr with
error code "Routing Problem/"ERO conflicts with inter-donain
signal i ng met hod", but MAY be configured to silently discard
the Path nessage or to return a different error code for
security reasons.

An ERO in a Path nessage received by a donai n border node nay
have a | oose hop as the next hop. This nay be an | P address
or an AS nunber. In such cases, the ERO MJST be expanded to
determi ne the path to the next hop using sone form of path
computation that may, itself, generate |oose hops.

In the absence of any ERO subobjects beyond the | ocal domain
border node, the LSP egress (the destination encoded in the
RSVP Sessi on object) MJST be considered as the next |oose hop
and rule 4 appli ed.

In the event of any other failures processing the ERO a
Pat hErr nmessage SHOULD be sent as described in [RFC3209] or
[ RFC3473], but a domain border router MAY be configured to
silently discard the Path nessage or to return a different
error code for security reasons.
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3.2. LSP Setup Failure and Crankback

When an error occurs during LSP setup, a PathErr nessage is sent back
towards the LSP ingress node to report the problem [If the LSP
traverses multiple domains, this PathErr will be seen successively by
each domai n border node.

Donai n border nodes MAY apply local policies to restrict the
propagati on of information about the contents of the donmain. For
exanpl e, a domain border node MAY replace the information in a

Pat hErr nessage that indicates a specific failure at a specific node
with information that reports a nore general error with the entire
domai n. These procedures are simlar to those described for the
borders of overlay networks in [ RFC4208].

However :

- A domai n border node MJST NOT suppress the propagation of a PathErr
nmessage except to attenpt rerouting as described bel ow

- Nodes other than domai n border nodes SHOULD NOT nodify the contents
of a Pat hErr nessage.

- Domai n border nodes SHOULD NOT nodify the contents of a PathErr
message unl ess domain confidentiality is a specific requirenent.

Donai n border nodes provide an opportunity for crankback rerouting

[ RFC4920]. On receipt of a PathErr nessage generated because of an
LSP setup failure, a domain border node MAY hold the PathErr and make
further attenpts to establish the LSP if allowed by |ocal policy and
by the paranmeters signaled on the Path nessage for the LSP. Such
attenpts mght involve the conputation of alternate routes through
the domain, or the selection of different downstreamdonains. If a
subsequent attenpt is successful, the domai n border router MJST
discard the held PathErr nessage, but if all subsequent attenpts are
unsuccessful, the domain border router MJST send the Pat hErr upstream
toward the ingress node. In this latter case, the domain border
router MAY change the information in the PathErr nmessage to provide
further crankback details and information aggregati on as described in
[ RFC4920] .

Crankback rerouting MAY al so be used to handle the failure of LSPs
after they have been established [ RFC4920].
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3.3. RRO Processing across Domai ns

[ RFC3209] defines the RRO as an optional object used for |oop
detection and for providing infornmati on about the hops traversed by
LSPs.

As described for overlay networks in [ RFC4208], a donmi n border node
MAY filter or nodify the information provided in an RRO for
confidentiality reasons according to local policy. For exanple, a
series of identifiers of hops within a dormain MAY be replaced with
the domain identifier (such as the AS nunber) or be renoved entirely
| eaving just the domain border nodes.

Note that a domain border router MJUST NOT mask its own presence, and
MUST include itself in the RRO

Such filtering of RRO informati on does not hanper the working of the
signaling protocol, but the subsequent infornmation |oss may render
managenent di agnostic procedures inoperable or at |east make them
nmore conplicated, requiring the coordination of adm nistrators of
mul ti pl e domai ns.

Simlarly, protocol procedures that depend on the presence of RRO
i nformati on may becone inefficient. For exanple, the Fast Reroute
procedures defined in [ RFC4090] use information in the RROto
determ ne the | abels to use and the downstream MP.

3.4. Notify Message Processing

Notify messages are introduced in [RFC3473]. They nay be sent direct
rat her than hop-by-hop, and so may speed the propagation of error
information. |If a domain border router is interested in seeing such
nmessages (for exanple, to enable it to provide protection switching),
it is RECOWENDED that the domain border router update the Notify
Request objects in the Path and Resv nessages to show its own address
following the procedures of [RFC3473].

Note that the replacenent of a Notify Recipient in the Notify Request
obj ect neans that sone Notify messages (for exanple, those intended
for delivery to the ingress LSR) may need to be exam ned, processed,
and forwarded at domain borders. This is an obvious trade-off issue
as the ability to handle notifiable events locally (i.e., within the
domai n) may or may not outwei gh the cost of processing and forwarding
Noti fy messages beyond the domain. Cbserve that the cost increases
linearly with the nunber of domains in use.
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Al so note that, as described in Section 8, a domain adninistrator my
wish to filter or nodify Notify nessages that are generated within a
domain in order to preserve security or confidentiality of network
information. This is nost easily achieved if the Notify nessages are
sent via the donain borders.

4. RSVP-TE Signaling Extensions

The foll owi ng RSVP-TE signaling extensions are defined to enabl e
i nter-donain LSP setup

4.1. Control of Choice of Signaling Method

In many network environnments, there may be a network-w de policy that
determ nes which one of the three inter-domain LSP techniques is
used. |In these cases, no protocol extensions are required.

However, in environnents that support nore than one techni que, an
i ngress node may wi sh to constrain the choice nade by domai n border
nodes for each inter-domain TE LSP that it originates.

[ RFC4420] defines the LSP_Attributes object that can be used to
signhal required attributes of an LSP. The Attributes Flags TLV
i ncl udes Bool ean flags that define individual attributes.

Thi s docunent defines a new bit in the TLV that can be set by the
i ngress node of an inter-domain TE LSP to restrict the internediate
nodes to using contiguous signaling:

Conti guous LSP bit (bit nunmber assignnent in Section 9.1)

This flag is set by the ingress node that originates a Path nessage
to set up an inter-domain TE LSP if it requires that the contiguous
LSP technique is used. This flag bit is only to be used in the
Attributes Flags TLVW.

When a domain border LSR receives a Path nessage containing this bit
set (one), the node MJUST NOT perform stitching or nesting in support
of the inter-domain TE LSP being set up. Wen this bit is clear
(zero), a dommin border LSR MAY perform stitching or nesting
according to | ocal policy.

This bit MJST NOT be nodified by any transit node.
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An internedi ate node that supports the LSP_Attributes object and the
Attributes Flags TLV, and al so recogni zes the "Contiguous LSP" bit,
but cannot support contiguous TE LSPs, MJST send a Path Error nessage
with an error code "Routing Probleni/"Contiguous LSP type not
supported” if it receives a Path nessage with this bit set.

If an internedi ate node receiving a Path nessage with the "Contiguous
LSP" bit set in the Flags field of the LSP_Attributes, recognizes the
object, the TLV, and the bit and al so supports the desired conti guous
LSP behavior, then it MJST signal a contiguous LSP. |If the node is a
domai n border node, or if the node expands a |oose hop in the ERO it
MUST i ncl ude an RRO Attributes subobject in the RRO of the
correspondi ng Resv nmessage (if such an object is present) with the
"Contiguous LSP" bit set to report its behavior.

Donai n border LSRs MJUST support and act on the setting of the
"Contiguous LSP" fl ag.

However, if the internedi ate node supports the LSP_Attributes object
but does not recognize the Attributes Flags TLV, or supports the TLV
but does not recognize this "Contiguous LSP' bit, then it MJST
forward the object unnodified.

The choice of action by an ingress node that receives a PathErr when
requesting the use of a contiguous LSP is out of the scope of this
docunent, but nmay include the conputation of an alternate path.

5. Protection and Recovery of Inter-Domain TE LSPs

The procedures described in Sections 3 and 4 MJUST be applied to al

i nter-domain TE LSPs, including bypass tunnels, detour LSPs

[ RFC4090], and segment recovery LSPs [RFC4873]. This neans that
these LSPs will also be subjected to ERO processing, policies, path
comput ation, etc.

Note al so that the paths for these backup LSPs need to be either
pre-configured, computed, and signaled with the protected LSP or
comput ed on-denand at the PLR. Just as with any inter-domain TE LSP
the ERO may conprise strict or |oose hops and will depend on the TE
visibility of the conputation point into the subsequent donain.

If | oose hops are present in the path of the backup LSP, ERO
expansion will be required at some point along the path: probably at
a domai n border node. In order that the backup path remains disjoint
fromthe protected LSP(s) the node perform ng the ERO expansi on nust
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5.

5.

5.

1.

1.

1.

be provided with the path of the protected LSPs between the PLR and
the MP. This information can be gathered fromthe RROs of the
protected LSPs and is signaled in the DETOUR object for Fast Reroute
[ RFC4090] and uses route exclusion [RFC4874] for other protection
schenes.

Fast Recovery Support Using MPLS-TE Fast Reroute (FRR)

[ RFC4090] describes two nethods for |ocal protection for a packet TE
LSP in case of link, Shared R sk Link Goup (SRLG, or node failure.
This section describes how these nmechani sns work with the proposed
signaling solutions for inter-domain TE LSP setup

1. Failure within a Domain (Link or Node Failure)

The node of operation of MPLS-TE Fast Reroute to protect a
contiguous, stitched, or nested TE LSP within a donain is identical
to the existing procedures described in [RFC4090]. Note that, in the
case of nesting or stitching, the end-to-end LSP is autonatically
protected by the protection operation perforned on the HLSP or
stitching segnent LSP

No protocol extensions are required.
2. Failure of a Link at a Domain Border

This case arises where two dormains are connected by a TE link. 1In
this case, each domain has its own domai n border node, and these two
nodes are connected by the TE link. An exanple of this case is where
the ASBRs of two ASs are connected by a TE link.

A contiguous LSP can be backed up using any PLR and MP, but if the
LSP uses stitching or nesting in either of the connected domains, the
PLR and MP MJST be donain border nodes for those donains. It will be
usual to attenpt to use the local (connected by the failed Iink)
domai n border nodes as the PLR and MP.

To protect an inter-donmain link with MPLS-TE Fast Reroute, a set of
backup tunnel s must be configured or dynamically conputed between the
PLR and MP such that they are diversely routed fromthe protected
inter-donmain link and the protected inter-domain LSPs.

Each protected inter-domain LSP using the protected inter-donmain TE
link rnmust be assigned to an NHOP bypass tunnel that is diverse from
the protected LSP. Such an NHOP bypass tunnel can be sel ected by
anal yzing the RRCs in the Resv nessages of the avail abl e bypass
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tunnels and the protected TE LSP. It may be hel pful to this process
if the extensions defined in [ RFC4561] are used to clearly
di stingui sh nodes and links in the RRCs.

5.1.3. Failure of a Border Node

Two border node failure cases exist. |If the domain border falls on a
link as described in the previous section, the border node at either
end of the Iink may fail. Alternatively, if the border falls on a
border node (as is the case with IGP areas), that single border node
may fail.

It can be seen that if stitching or nesting is used, the failed node
will be the start or end (or both) of a stitching segnent LSP or

H LSP, in which case protection nust be provided to the far end of
the stitching segnent or HLSP. Thus, where one of these two
techniques is in use, the PLRw Il be the upstream domain entry point
in the case of the failure of the donmain exit point, and the MP w Il
be the downstream domain exit point in the case of the failure of the
domain entry point. Were the donain border falls at a single donain
border node, both cases wll apply.

I f the contiguous LSP nmechanismis in use, normal selection of the
PLR and MP can be applied, and any node within the domains may be
used to fill these roles.

As before, selection of a suitable backup tunnel (in this case, an
NNHOP backup) nust consider the paths of the backed-up LSPs and the
avai |l abl e NNHOP tunnel s by exam nation of their RRGCs.

Note that where the PLR is not inmediately upstreamof the failed
node, error propagation tinme may be del ayed unl ess sone mechani sm
such as [BFD-MPLS] is inplenmented or unless direct reporting, such as
through the GWPLS Notify nmessage [ RFC3473], is enpl oyed.

5.2. Protection and Recovery of GWLS LSPs

[ RFC4873] describes GWLS-based segnment recovery. This allows
protection against a span failure, a node failure, or failure over
any particular portion of a network used by an LSP.

The domai n border failure cases described in Section 5.1 may al so
occur in GWLS networks (including packet networks) and can be
prot ect ed agai nst using segnent protection w thout any additional
pr ot ocol extensions.
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Note that if | oose hops are used in the construction of the working
and protection paths signal ed for segnent protection, then care is
required to keep these paths disjoint. |If the paths are signal ed
increnmentally, then route exclusion [ RFC4874] nay be used to ensure
that the paths are disjoint. Oherw se, a coordinated path
conput ati on techni que such as that offered by cooperating Path
Conput ati on El ements [ RFC4655] can provide suitabl e paths.

6. Reoptimzation of Inter-Domain TE LSPs

Reoptim zation of a TE LSP is the process of noving the LSP fromthe
current path to a nore preferred path. This involves the

determ nation of the preferred path and make- bef ore-break signaling
procedures [RFC3209] to minimize traffic disruption

Reoptim zation of an inter-domain TE LSP may require a new path in
nore than one domai n.

The nature of the inter-donmain LSP setup nechani sm defi nes how
reoptimnization can be applied. |If the LSP is contiguous, then the
signaling of the make-before-break process MJUST be initiated by the
i ngress node as defined in [ RFC3209]. But if the reoptimzation is
limted to a change in path within one domain (that is, if there is
no change to the domai n border nodes) and nesting or stitching is in
use, the HLSP or stitching segnent nay be independently reoptim zed
within the donmain w thout inpacting the end-to-end LSP

In all cases, however, the ingress LSR may wi sh to exert control and
coordi nation over the reoptim zation process. For exanple, a transit
domai n may be aware of the potential for reoptimzation, but not

bot her because it is not worried by the |evel of service being

provi ded across the domain. But the cunulative effect on the
end-to-end LSP nmay cause the head-end to worry and trigger an
end-to-end reoptim zation request (of course, the transit domain nmay
choose to ignore the request).

Anot her benefit of end-to-end reoptimn zation over per-domain
reoptim zation for non-contiguous inter-domain LSPs is that
per-donain reoptim zation is restricted to preserve the domain entry
and exit points (since to do otherwi se would break the LSP!). But
end-to-end reoptim zation is nore flexible and can sel ect new domain
border LSRs.
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There may be different cost-benefit anal ysis considerations between
end-to-end reoptim zation and per-domain reoptimzation. The greater
t he nunber of hops involved in the reoptimzation, the higher the
risk of traffic disruption. The shorter the segnent reoptim zed, the
| ower the chance of nmaking a substantial inprovenent on the quality
of the end-to-end LSP. Administrative policies should be applied in
this area with care.

[ RFCA736] describes nechani sns that all ow

- The ingress node to request each node with a | oose next hop to
re-evaluate the current path in order to search for a nore optinma
pat h.

- A node with a | oose next hop to informthe ingress node that a
better path exists.

These mechani sms SHOULD be used for reoptim zation of a contiguous
i nter-donmain TE LSP

Note that end-to-end reoptim zation nay involve a non-1ocal

nodi fication that m ght select new entry / exit points. 1In this
case, we can observe that |ocal reoptimzation is nore easily and

fl exibly achieved using nesting or stitching. Further, the "locality
principle" (i.e., the idea of keeping information only where it is
needed) is best achieved using stitching or nesting. That said, a
contiguous LSP can easily be nodified to take advantage of |oca
reoptim zations (as defined in [RFC4736]) even if this would require
the di ssemination of information and the invocation of signaling

out side the | ocal domain.

7. Backward Conpatibility

The procedures in this docunent are backward conpatible with existing
depl oynent s.

- Ingress LSRs are not required to support the extensions in this
docunent to provision intra-domain LSPs. The default behavior by
transit LSRs that receive a Path nessage that does not have the
"Contiguous LSP" bit set in the Attributes Flags TLV of the
LSP_Attributes object or does not even have the object present is
to allow all nodes of inter-domain TE LSP, so back-Ievel ingress
LSRs are able to initiate inter-domain LSPs.

- Transit, non-border LSRs are not required to perform any speci al
processing and will pass the LSP_Attributes object onwards
unnodi fied according to the rules of [RFC2205]. Thus, back-1evel
transit LSRs are fully support ed.
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- Domai n border LSRs will need to be upgraded before inter-domain TE
LSPs are allowed. This is because of the need to establish policy,
admi ni strative, and security controls before pernitting
inter-donmain LSPs to be signal ed across a donain border. Thus,
| egacy domai n border LSRs do not need to be consi der ed.

The RRO additions in this docunent are fully backward conpati bl e.
8. Security Considerations

RSVP does not currently provide for autonmated key managenent.

[ RFC4107] states a requirenment for mandatory aut onated key managenent
under certain situations. There is work starting in the IETF to
define inproved authentication including automated key managenent for
RSVP. I nplenmentations and depl oynents of RSVP shoul d pay attention
to any capabilities and requirements that are outputs fromthis
ongoi ng wor k.

A separate docunent is being prepared to examine the security aspects
of RSVP-TE signaling with special reference to nmulti-domain scenarios
[ MPLS-SEC]. [RFCA726] provides an overview of the requirenents for
security in an MPLS-TE or GWPLS mnul ti-domain environment.

Before electing to utilize inter-domain signaling for MPLS-TE, the
admi ni strators of nei ghboring domai ns MJST satisfy thenselves as to
the existence of a suitable trust relationship between the domai ns.
In the absence of such a relationship, the adm nistrators SHOULD
deci de not to deploy inter-domain signaling, and SHOULD di sabl e
RSVP- TE on any inter-domain interfaces.

When signaling an inter-domain RSVP-TE LSP, an operator MAY make use
of the security features already defined for RSVP-TE [ RFC3209]. This
may require sone coordi nation between the domains to share the keys
(see [RFC2747] and [ RFC3097]), and care is required to ensure that
the keys are changed sufficiently frequently. Note that this nay

i nvol ve additional synchronization, should the domain border nodes be
protected with FRR, since the MP and PLR should al so share the key.

For an inter-domain TE LSP, especially when it traverses different
adm ni strative or trust dommins, the follow ng nmechani sms SHOULD be
provided to an operator (also see [RFC4216]):

1) Away to enforce policies and filters at the domain borders to
process the incomng inter-domain TE LSP setup requests (Path
nessages) based on certain agreed trust and service
| evel s/ contracts between domains. Various LSP attributes such as
bandwi dth, priority, etc. could be part of such a contract.
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2) Away for the operator to rate-limt LSP setup requests or error
notifications froma particul ar domain.

3) A nechanismto allow policy-based out bound RSVP nessage processing
at the domain border node, which may involve filtering or
nodi fication of certain addresses in RSVP objects and nessages.

Additionally, an operator nmay wi sh to reduce the signaling

i nteractions between donains to inprove security. For exanple, the
operator mght not trust the neighboring domain to supply correct or
trustable restart information [ RFC5063] and mni ght ensure that the
availability of restart function is not configured in the Hello
nmessage exchange across the domain border. Thus, suitable
configuration MUST be provided in an RSVP-TE i npl enentation to enable
the operator to control optional protocol features that nmay be

consi dered a security risk

Sone exanples of the policies described above are as foll ows:

A) An operator may choose to inplenent sone kind of ERO filtering
policy on the donmain border node to disallow or ignore hops
within the domain frombeing identified in the ERO of an
incom ng Path nessage. That is, the policy is that a node
out si de the donain cannot specify the path of the LSP inside the
domain. The domain border LSR can make inplenent this policy in
one of two ways:

- It can reject the Path nessage.

- It can ignore the hops in the EROthat lie within the
domai n.

B) In order to preserve confidentiality of network topol ogy, an
operator may choose to disallow recording of hops within the
domain in the RRO or may choose to filter out certain recorded
RRO addresses at the domai n border node.

C) An operator may require the border node to nodify the addresses
of certain nmessages |ike PathErr or Notify originated from hops
wi thin the donain.

D) In the event of a path conputation failure, an operator nmay
require the border node to silently discard the Path nessage
instead of returning a PathErr. This is because a Path nessage
could be interpreted as a network probe, and a PathErr provides
i nformati on about the network capabilities and policies.
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9.

9.

Note that the detail ed specification of such policies and their
i npl ementation are outside the scope of this docunent.

Operations, Adm nistration, and Managenent (OAM nmechani sns i ncl udi ng
[ BFD- MPLS] and [ RFC4379] are commonly used to verify the connectivity
of end-to-end LSPs and to trace their paths. Were the LSPs are

i nter-donmain LSPs, such QAM t echni ques MAY require that QOAM nessages
are intercepted or nodified at donmain borders, or are passed
transparently across donains. Further discussion of this topic can
be found in [I NTERAS-PING and [ MPLS- SEC]

| ANA Consi der ati ons

| ANA has made the codepoint allocations described in the follow ng
sections.

1. Attribute Flags for LSP_Attributes Object

A new bit has been allocated fromthe "Attributes Flags" sub-registry
of the "RSVP TE Paraneters" registry.

Bit | Nane | Attribute | Path | RRO| Reference
No | | Flags Path | Flags Resv | |

e e e e e oooooo - Fomm oo oo - Fomm e oo oo oo - e SN,
4 Cont i guous LSP Yes No Yes [ RFC5150]

.2. New Error Codes

New RSVP error codes/val ues have been allocated fromthe "Error Codes
and d obal | y-Defined Error Value Sub-Codes" sub-registry of the "RSVP
Par amet ers" registry.

For the existing error code "Policy control failure" (value 2), two
new error val ues have been registered as foll ows:

103
104

Inter-domain policy failure
Inter-domain explicit route rejected

For the existing error code "Routing Problent (value 24), two new
error val ues have been regi stered as foll ows:

28
29

Conti guous LSP type not supported
ERO conflicts with inter-domain signaling nethod
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