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Status of This Meno

Thi s docunment specifies an Internet standards track protocol for the
Internet conmunity, and requests di scussion and suggestions for

i nprovenents. Please refer to the current edition of the "Internet
O ficial Protocol Standards" (STD 1) for the standardization state
and status of this protocol. Distribution of this meno is unlimnited.

Abstract

Thi s docunent specifies TCP Friendly Rate Control (TFRC). TFRCis a
congestion control nechanismfor unicast flows operating in a best-
effort Internet environment. It is reasonably fair when conpeting
for bandwidth with TCP flows, but has a nmuch [ ower variation of

t hroughput over tinme conpared with TCP, making it nore suitable for
applications such as stream ng nedia where a relatively snpoth
sending rate is of inportance.

Thi s docunent obsol etes RFC 3448 and updates RFC 4342.
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1

| nt roducti on

Thi s docunent specifies TCP Friendly Rate Control (TFRC). TFRCis a
congestion control nechani sm designed for unicast flows operating in
an Internet environnent and conpeting with TCP traffic [ FHPWO] .

I nst ead of specifying a conplete protocol, this docunent sinply
speci fies a congestion control nechanismthat could be used in a
transport protocol such as DCCP (Datagram Congesti on Control
Protocol) [RFC4340], in an application incorporating end-to-end
congestion control at the application level, or in the context of
endpoi nt congesti on nanagenent [BRS99]. This docunent does not

di scuss packet fornmats or reliability. |Inplenentation-related issues
are discussed only briefly, in Section 8.

TFRC i s designed to be reasonably fair when conpeting for bandw dth
with TCP flows, where we call a flow "reasonably fair" if its sending
rate is generally within a factor of two of the sending rate of a TCP
fl ow under the sane conditions. However, TFRC has a nuch | ower
variation of throughput over time conpared with TCP, which nakes it
nmore suitable for applications such as tel ephony or streaning nedia
where a relatively snooth sending rate is of inportance.

The penalty of having snoot her throughput than TCP whil e conpeting
fairly for bandwidth is that TFRC responds sl ower than TCP to changes
in avail abl e bandwi dth. Thus, TFRC should only be used when the
application has a requirenent for snooth throughput, in particular
avoi ding TCP's halving of the sending rate in response to a single
packet drop. For applications that sinply need to transfer as nuch
data as possible in as short a tine as possible, we reconmend using
TCP, or if reliability is not required, using an Additive-Increase,
Mul tiplicative-Decrease (Al MD) congestion control schenme with sinilar
paraneters to those used by TCP

TFRC i s designed for best performance with applications that use a

fi xed segnent size, and vary their sending rate in packets per second
in response to congestion. TFRC can also be used, perhaps with | ess
optimal perfornmance, with applications that do not have a fixed
segnent size, but where the segnent size varies according to the
needs of the application (e.g., video applications).

Sone applications (e.g., sone audio applications) require a fixed
interval of tine between packets and vary their segnment size instead
of their packet rate in response to congestion. The congestion
control mechanismin this docunment is not designed for those
applications; TFRC-SP (Small-Packet TFRC) is a variant of TFRC for
applications that have a fixed sending rate in packets per second but
either use small packets or vary their packet size in response to
congestion. TFRC-SP is specified in a separate docunent [RFC4828].
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Thi s docunent specifies TFRC as a receiver-based nechanism wth the
cal cul ati on of the congestion control information (i.e., the |l oss
event rate) in the data receiver rather in the data sender. This is
wel |l -suited to an application where the sender is a |large server
handl i ng many concurrent connections, and the receiver has nore

menory and CPU cycl es available for conputation. |In addition, a
recei ver-based mechanismis nore suitable as a building block for
mul ti cast congestion control. However, it is also possible to

i npl enent TFRC i n sender-based variants, as allowed in DCCP s
Congestion Control ID 3 (CCD 3) [RFC4342].

Thi s docunent obsoletes RFC 3448. 1In the transport protocol DCCP
(Dat agr am Congesti on Control Protocol) [RFC4340], the Congestion
Control ID Profiles CCD 3 [RFC4342] and CCID-4 [CCID 4] both specify
the use of TFRC from RFC 3448. CCID-3 and CClID-4 inplenentations
SHOULD use this docunent instead of RFC 3448 for the specification of
TFRC.

The normative specification of TFRCis in Sections 3-6. Section 7
di scusses sender-based variants, Section 8 discusses inplenmentation
i ssues, and Section 9 gives a non-nornmative overview of differences
with RFC 3448.

2. Conventions

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in [ RFC2119].

Appendi x A gives a list of technical terms used in this docunent.
3. Protocol Mechani sm

For its congestion control nmechanism TFRC directly uses a throughput
equation for the allowed sending rate as a function of the | oss event
rate and round-trip tinme. |In order to conpete fairly with TCP, TFRC
uses the TCP t hroughput equation, which roughly describes TCP s
sending rate as a function of the |Ioss event rate, round-trip tine,
and segnent size. W define a |oss event as one or nore | ost or

mar ked packets froma wi ndow of data, where a marked packet refers to
a congestion indication fromExplicit Congestion Notification (ECN)

[ RFC3168] .

CGeneral |y speaki ng, TFRC s congestion control nechani smworks as
foll ows:

0 The recei ver neasures the | oss event rate and feeds this
informati on back to the sender
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o] The sender al so uses these feedback nmessages to neasure the
round-trip time (RTT).

o] The loss event rate and RTT are then fed into TFRC s throughput
equation, and the resulting sending rate is linted to at nost
twice the receive rate to give the allowed transnit rate X

o] The sender then adjusts its transnit rate to nmatch the all owed
transnit rate X

The dynami cs of TFRC are sensitive to how the nmeasurenents are
performed and applied. W reconmmend specific mechani sns bel ow to
perform and apply these nmeasurenents. O her mechani snms are possi bl e,
but it is inmportant to understand how the interactions between
nmechani sns af fect the dynamics of TFRC

3.1. TCP Throughput Equation

Any realistic equation giving TCP throughput as a function of |oss
event rate and RTT should be suitable for use in TFRC. However, we
note that the TCP throughput equation used nust reflect TCP s
retransmt timeout behavior, as this dom nates TCP throughput at

hi gher loss rates. W also note that the assunptions inplicit in the
t hr oughput equation about the |oss event rate paraneter have to be a
reasonabl e match to how the loss rate or |l oss event rate is actually
nmeasured. Wiile this match is not perfect for the throughput
equation and | oss rate measurenment mechani sns given below, in
practice the assunptions turn out to be close enough.

The t hroughput equation currently REQU RED for TFRC is a slightly
sinplified version of the throughput equation for Reno TCP from

[ PFTK98]. ldeally, we would prefer a throughput equation based on
sel ective acknow edgnent (SACK) TCP, but no one has yet derived the
t hroughput equation for SACK TCP, and simrul ati ons and experinents
suggest that the differences between the two equations woul d be
relatively mnor [FF99] (Appendix B).

The t hroughput equation for X Bps, TCP' s average sending rate in
byt es per second, is:

S

DGl = L I e
R:sqgrt(2*b*p/3) + (t_RTO * (3*sqrt(3*b*p/8)*p*(1+32*p"2)))

Wher e:

X Bps is TCP' s average transnmt rate in bytes per second. (X _Bps
is the same as X calc in RFC 3448.)
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s is the segnent size in bytes (excluding IP and transport
prot ocol headers).

Ris the round-trip tinme in seconds.

pis the |oss event rate, between 0 and 1.0, of the nunber of |oss
events as a fraction of the nunber of packets transmtted.

t_ RTOis the TCP retransm ssion tinmeout value in seconds.

b is the maxi mum nunber of packets acknow edged by a single TCP
acknow edgenent .

Setting the TCP retransm ssion tinmeout value t_RTO

| mpl enent ati ons SHOULD set t_RTO = 4*R | npl enentati ons MAY choose

to inplenment a nore accurate calculation of t_RTO |nplenentations

MAY al so set t_RTO to max(4*R, one second), to natch the recomended
m ni nrum of one second on the RTO [ RFC2988].

Setting the paraneter b for del ayed acknow edgenents:

Sonme current TCP connections use del ayed acknow edgenents, sending an
acknowl edgenent for every two data packets received. However, TCP is
al so allowed to send an acknow edgenent for every data packet. For
the revised TCP congestion control mechani snms, [RFC2581bis] currently
specifies that the del ayed acknow edgenent al gorithm should be used
with TCP. However, [RFC2581bis] recommends increasing the congestion
wi ndow during congesti on avoi dance by one segnent per RTT even in the
face of del ayed acknow edgenents, consistent with a TCP throughput
equation with b = 1. On an experinental basis, [RFC2581bis] allows
for increases of the congestion wi ndow during slowstart that are

al so consistent with a TCP t hroughput equation with b = 1. Thus, the
use of b =1 is consistent with [ RFC2581bis]. The use of b =1 is
RECOMVENDED.

Wth t _RTO=4*R and b=1, the throughput equation for X Bps, the TCP
sending rate in bytes per second, can be sinplified as:

S
X BPS = mmmmm o e i o e e e oo
R* (sqrt(2*p/3) + 12*sqrt(3*p/8)*p*(1+32*p"2))

In the future, updates to this docunment could specify different TCP
equations to be substituted for this equation. The requirenent is
that the throughput equation be a reasonabl e approxi mati on of the
sending rate of TCP for conformant TCP congestion control
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The t hroughput equation can al so be expressed in terns of X pps, the
sending rate in packets per second, with

X pps = X Bps/ s .

The paraneters s (segnment size), p (loss event rate), and R (RTT)
need to be neasured or calculated by a TFRC i npl enentation. The
nmeasurenment of s is specified in Section 4.1, the neasurenent of Ris
specified in Section 4.3, and the neasurenent of p is specified in
Section 5. In the rest of this docunent, data rates are neasured in
byt es per second unl ess otherw se specified.

3.2. Packet Contents

Before specifying the sender and receiver functionality, we describe
the contents of the data packets sent by the sender and feedback
packets sent by the receiver. As TFRC will be used along with a
transport protocol, we do not specify packet formats, as these depend
on the details of the transport protocol used.

3.2.1. Data Packets

Each data packet sent by the data sender contains the follow ng
i nformati on:

0 A sequence nunmber. This nunber MJST be increnented by one for
each data packet transmtted. The field nust be sufficiently
large that it does not wap causing two different packets with
t he sanme sequence nunber to be in the receiver’s recent packet
history at the sane tine.

o] A timestanp indicating when the packet is sent. W denote by
ts_i the tinestanp of the packet with sequence nunber i. The
resolution of the tinmestanp SHOULD typically be neasured in
mlliseconds.

This tinestanp is used by the receiver to determ ne which | osses
belong to the sane | oss event. The tinestanp is al so echoed by
the receiver to enable the sender to estinate the round-trip
time, for senders that do not save tinestanps of transnitted data
packet s.

W note that, as an alternative to a tinestanp increnented in
mlliseconds, a "tinmestanmp” that increments every quarter of a
round-trip time MAY be used for determ ning when | osses belong to
the sanme | oss event, in the context of a protocol where this is
under st ood by both sender and receiver and where the sender saves
the timestanps of transmitted data packets.
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3.

2.

o The sender’s current estimate of the round-trip tine. The
estimate reported in packet i is denoted by Ri. The round-trip
time estinmate is used by the receiver, along with the tinestanp,
to determine when nultiple | osses belong to the sanme | oss event.
The round-trip tinme estinate is al so used by the receiver to
determ ne the interval to use for calculating the receive rate
and to deternine when to send feedback packets.

If the sender sends a coarse-grained "tinmestanp” that increnments
every quarter of a round-trip time, as discussed above, then the
sender is not required to send its current estimte of the round
trip tine.

2. Feedback Packets

Each feedback packet sent by the data receiver contains the follow ng
i nformati on:

o] The tinmestanp of the |last data packet received. W denote this by
t _recvdata. |If the l|ast packet received at the receiver has
sequence nunber i, then t_recvdata = ts_i. This tinestanp is
used by the sender to estimate the round-trip tine, and is only
needed if the sender does not save the tinmestanps of transmitted
dat a packets.

o] The anount of tinme el apsed between the receipt of the |ast data
packet at the receiver and the generation of this feedback
report. We denote this by t_del ay.

0 The rate at which the receiver estimtes that data was received
in the previous round-trip time. W denote this by X recv.

o The receiver’s current estimate of the | oss event rate p.
Dat a Sender Protocol

The data sender sends a stream of data packets to the data receiver
at a controlled rate. Wen a feedback packet is received fromthe
data receiver, the data sender changes its sending rate based on the
i nformation contained in the feedback report. |f the sender does not
receive a feedback report for four round-trip tinmes, then the sender
cuts its sending rate in half. This is achieved by nmeans of a tiner
cal l ed the nof eedback timer.
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We specify the sender-side protocol in the foll owi ng steps:

o] Measurement of the mean segnent size being sent.

o] Sender initialization

o] The sender behavi or when a feedback packet is received.

o The sender behavi or when the nof eedback tinmer expires.

o Oscillation prevention (optional).

o] Schedul i ng of packet transm ssion and all owed burstiness.
4.1. Measuring the Segment Size

The TFRC sender uses the segnent size, s, in the throughput equati on,
in the setting of the maxi mumreceive rate, the setting of the

m nimum and initial sending rates, and the setting of the nofeedback
timer. The TFRC receiver MAY use the average segnent size, s, in
initializing the loss history after the first loss event. As
specified in Section 6.3.1, if the TFRC receiver does not know the
segnent size, s, used by the sender, the TFRC receiver MAY instead
use the arrival rate in packets per second in initializing the |oss
hi story.

The segnent size is normally known to an application. This may not
be so in two cases:

1) The segnent size naturally varies depending on the data. 1In this
case, although the segnent size varies, that variation is not
coupled to the transmt rate. The TFRC sender can either conpute
the average segnent size or use the maxi mum segnent size for the
segnent size, s.

2) The application needs to change the segnent size rather than the
nunber of segments per second to perform congestion control.
This would normally be the case with packet audi o applications
where a fixed interval of tine needs to be represented by each
packet. Such applications need to have a conpletely different
way of measuring paraneters.

For the first class of applications where the segnent size varies
dependi ng on the data, the sender SHOULD estimate the segnment si ze,
s, as the average segment size over the last four |oss intervals.
The sender MAY estimate the average segnent size over |onger tine
intervals, if so desired.
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The second cl ass of applications are discussed separately in a
separate docunment on TFRC-SP [ RFC4828]. For the remai nder of this
section we assune the sender can estinate the segnment size and that
congestion control is performed by adjusting the nunber of packets
sent per second.

4.2. Sender Initialization

The initial values for X (the allowed sending rate in bytes per
second) and tld (the Tinme Last Doubl ed during slowstart, in seconds)
are undefined until they are set as described below. |If the sender
is ready to send data when it does not yet have a round-trip sanple,
the value of X is set to s bytes per second, for segnent size s, the
nof eedback timer is set to expire after two seconds, and tld is set
to O (or to -1, either one is okay). Upon receiving the first
round-trip time neasurenent (e.g., after the first feedback packet or
the SYN exchange fromthe connection setup, or froma previous
connection [RFC2140]), tld is set to the current time, and the
allowed transnmit rate, X, is set to the initial _rate, specified as
Winit/R for Winit based on [ RFC3390]:

initial _rate = Winit/R, Winit = mn(4*MsS, max(2*MsS, 4380)).

In conputing Winit, instead of using Mxinmm Segnent Size (MSS), the
TFRC sender SHOULD use the maxi mum segnment size to be used for the
initial round-trip time of data, if that is known by the TFRC sender
when X is initialized.

For responding to the initial feedback packet, this replaces step (4)
of Section 4.3 bel ow.

Appendi x B explains why the initial value of TFRC s nof eedback ti mer
is set to two seconds, instead of the reconmended initial value of
three seconds for TCP' s retransmt timer from [ RFC2988].

4.3. Sender Behavi or When a Feedback Packet |s Received

The sender knows its current allowed sending rate, X, and nmintains
an estimate of the current round-trip time R The sender also

mai ntains X recv_set as a snmall set of recent X recv val ues
(typically only two val ues).

Initialization: X recv_set is first initialized to contain a single
item with value Infinity. (As an inplenentation-specific issue,

X recv_set MAY be initialized to a large nunber instead of to
Infinity, e.g., to the largest integer that is easily representable.)

Fl oyd, et al. St andar ds Track [ Page 10]



RFC 5348 TFRC. Protocol Specification Sept ember 2008
When a feedback packet is received by the sender at tine t_now, the
current tinme in seconds, the follow ng actions MJST be perforned.

1) Calculate a new round-trip sanple:
R sanple = (t_now - t_recvdata) - t_del ay.

As described in Section 3.2.2, t_delay gives the elapsed tine at the
receiver.

2) Update the round-trip tine estimate:
If no feedback has been received before {
R = R_sanpl e;

} Else {
R=9g*R + (1-q)*R_sanpl ¢;
}

TFRC is not sensitive to the precise value for the filter constant q,
but a default value of 0.9 is RECOMVENDED.
3) Update the timeout interval:

RTO = max(4*R, 2*s/X)

4) Update the allowed sending rate as follows. This procedure uses
the variables t_nbi and recv_limt:

t_nbi: the nmaxi num backoff interval of 64 seconds.
recv_limt: the limt on the sending rate conputed from
X recv_set.

This procedure al so uses the procedures Maxim ze X recv_set() and
Update X recv_set(), which are defined bel ow
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The procedure for updating the all owed sending rate:

If (the entire interval covered by the feedback packet
was a data-limted interval) {
If (the feedback packet reports a new | oss event or an
increase in the loss event rate p) {
Hal ve entries in X recv_set;
X recv = 0.85 * X recv;
Maxi m ze X recv_set();
recv_limt = max (X _recv_set);
} Else {
Maxi m ze X recv_set();
recv_limt =2 * max (X_recv_set);

}

} Else { /'l typical behavior
Update X recv_set();
recv_limt =2 * max (X_recv_set);

If (p > 0) { /'l congestion avoi dance phase
Cal cul ate X _Bps using the TCP throughput equati on.
X = max(mn(X_Bps, recv_limt), s/t_nbi);

} Elseif (t_now - tld >= R) {
/1 initial slowstart
X = mx(mn(2*X, recv_limt), initial _rate);
tld = t_now,

5) If oscillation reduction is used, calcul ate the instantaneous
transmt rate, X_inst, follow ng Section 4.5.

6) Reset the nofeedback tiner to expire after RTO seconds.

The procedure for maxinizing X recv_set keeps a single value, the
| argest value from X_recv_set and the new X recv.

Maxi m ze X recv_set():
Add X recv to X recv_set;
Delete initial value Infinity from X recv_set,
if it is still a nenber.
Set the tinmestanp of the largest itemto the current tine;
Delete all other itens.
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The procedure for updating X recv_set keeps a set of X recv val ues
with timestanps fromthe two nost recent round-trip tines.

Update X recv_set():
Add X recv to X recv_set;
Del ete from X recv_set val ues ol der than
two round-trip tines.

Definition of a data-limted interval

W define a sender as data-limted any tinme it is not sending as nuch
as it is allowed to send. W define an interval as a "data-limted
interval’ if the sender was data-limted over the *entire* interval
Section 8.2.1 discusses inplenentation issues for a sender in
determining if an interval was a data-linmited interval. The term
"data-limted interval’ is used in the first "if" condition in step
(4), which prevents a sender fromhaving to reduce its sending rate
as a result of a feedback packet reporting the receive rate froma
data-limted period.

As an exanpl e, consider a sender that is sending at its full allowed
rate, except that it is sending packets in pairs, rather than sending
each packet as soon as it can. Such a sender is considered data-
limted part of the time, because it is not always sending packets as
soon as it can. However, consider an interval that covers this
sender’s transni ssion of at |east two data packets; such an interva
does not neet the definition of a data-limted interval because the
sender was not data-limted *over the entire interval*.

If the feedback packet reports a receive rate X recv of zero (i.e.
the first feedback packet), the sender does not consider that the
entire interval covered by the feedback packet was a data-limted
i nt erval

X recv_set and the first feedback packet:

Because X recv_set is initialized with a single item wth val ue
Infinity, recv_limt is set to Infinity for the first two round-trip
times of the connection. As a result, the sending rate is not

limted by the receive rate during that period. This avoids the
probl em of the sending rate being linted by the value of X recv from
the first feedback packet.

The interval covered by a feedback packet:
How does the sender determine the period covered by a feedback

packet? This is discussed in nore detail in Section 8.2. In
general, the receiver will be sending a feedback packet once per
round-trip time;, so typically, the sender will be able to determ ne

exactly the period covered by the current feedback packet fromthe
previ ous feedback packet. However, in cases when the previous
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f eedback packet was | ost, or when the receiver sends a feedback
packet early because it detected a |ost or ECN nmarked packet, the
sender will have to estimate the interval covered by the feedback
packet. As specified in Section 6.2, each feedback packet sent by
the receiver covers a round-trip time, for the round-trip tinme
estimate R_m mai ntai ned by the receiver R_.m seconds before the

f eedback packet was sent.

The response to a loss during a data-linited interval:

In TFRC, after the initial slowstart, the sender always updates the
calculated transnit rate, X Bps, after a feedback packet is received,
and the allowed sending rate, X, is always limted by X Bps.

However, during a data-limted interval, when the actual sending rate
is usually below X Bps, the sending rate is still limted by
recv_limt, derived fromXrecv_set. |If the sender is data-linited,
possibly with a varying sending rate fromone round-trip tinme to the
next, and is experiencing | osses, then we decrease the entry in

X recv_set in order to reduce the allowed sending rate.

The sender can detect a | oss event during a data-limted period
either fromexplicit feedback fromthe receiver, or froma reported
increase in the loss event rate. Wen the sender receives a feedback
packet reporting such a loss event in a data-linmted interval, the
sender limts the allowed increases in the sending rate during the
data-limted interval

The initial slowstart phase:

Not e that when p=0, the sender has not yet |earned of any | oss
events, and the sender is in the initial slowstart phase. In this
initial slowstart phase, the sender can approxi mately double the
sending rate each round-trip tine until a | oss occurs. The

initial _rate termin step (4) gives a mninmum allowed sending rate
during slowstart of the initial allowed sending rate.

W note that if the sender is data-limted during slowstart, or if
the connection is linmted by the path bandwi dth, then the sender is
not necessarily able to double its sending rate each round-trip tine;
the sender’s sending rate is linmted to at nbpst tw ce the past
receive rate, or at nost initial _rate, whichever is larger. This is
simlar to TCP s behavior, where the sending rate is limted by the
rate of incom ng acknow edgenent packets as well as by the congestion
wi ndow. Thus, in TCP s slowstart, for the nost aggressive case of
the TCP recei ver acknow edgi ng every data packet, the TCP sender’s
sending rate is limted to at nost twice the rate of these incom ng
acknow edgnent packets.
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The m ni mum al | owed sendi ng rate:
The terms/t_nbi ensures that when p > 0, the sender is allowed to
send at | east one packet every 64 seconds.

4.4. Expiration of Nofeedback Tiner

This section specifies the sender’s response to a nof eedback tiner.
The nof eedback tinmer could expire because of an idle period or
because of data or feedback packets dropped in the network.

This section uses the variable recover_rate. |f the TFRC sender has
been idl e ever since the nofeedback tinmer was set, the allowed
sending rate is not reduced below the recover_rate. For this
docunent, the recover_rate is set to the initial _rate (specified in
Section 4.2). Future updates to this specification may explore other
possi bl e values for the recover_rate.

I f the nofeedback tinmer expires, the sender MJST performthe
foll owi ng acti ons:

1) Cut the allowed sending rate in half.

If the nofeedback timer expires when the sender has had at | east
one RTT neasurenent, the allowed sending rate is reduced by

nodi fying X recv_set as described in the pseudocode bel ow
(including item(2)). |In the general case, the sending rate is
limted to at nost twice X recv. Mdifying X recv_set lints the
sending rate, but still allows the sender to slowstart, doubling
its sending rate each RTT, if feedback nmessages resume reporting
no | osses.

If the sender has been idle since this nofeedback tinmer was set
and X recv is less than the recover_rate, then the all owed sending
rate is not halved, and X recv_set is not changed. This ensures
that the allowed sending rate is not reduced to |less than half the
recover_rate as a result of an idle period.

In the general case, the allowed sending rate is halved in
response to the expiration of the nofeedback timer. The details,
in the pseudocode bel ow, depend on whet her the sender is in slow
start, is in congestion avoidance limted by X recv, or is in
congestion avoidance limted by the throughput equation.
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X recv = max (X recv_set);
I f (sender does not have an RTT sanpl e,
has not received any feedback fromreceiver
and has not been idle ever since the nofeedback tiner
was set) {
/1 W do not have X Bps or recover_rate yet.
/1l Halve the allowed sending rate.
X = max(X 2, s/t_nmnbi);
} Elseif (((p>0 & X recv < recover_rate) or
(p==0 && X < 2 * recover_rate)), and
sender has been idle ever
si nce nof eedback tinmer was set) {
/1 Don’t halve the allowed sending rate.
Do not hi ng;
} Else if (p==0) {
/! W do not have X Bps yet.
/'l Halve the allowed sending rate.
X = max(X 2, s/t_nbi);
} Else if (X Bps > 2*X recv)) {
Il 2*X_recv was already limting the sending rate.
/1l Halve the allowed sending rate.
Update_ Limts(X recv;)
} Else {
/'l The sending rate was limted by X Bps, not by X recv.
/1l Halve the allowed sending rate.
Update_Linits(X Bps/2);
}

The terms/t_nbi limts the backoff to one packet every 64
seconds.

The procedure Update Limits() uses the variable tiner limt for
the limt on the sending rate conputed fromthe expiration of the
nof eedback timer, as follows:

Update Limts(timer_limt):
If (timer_limt < s/t_mnbi)
timer _limt = s/t_nbi
Repl ace X recv_set contents with the single item
timer_limt/2;
Recal culate X as in step (4) of Section 4.3;

2) Restart the nofeedback tinmer to expire after max(4*R, 2*s/X)
seconds.

|f the sender has been data-limted but not idle since the nofeedback

timer was set, it is possible that the nofeedback tinmer expired
because data or feedback packets were dropped in the network. In
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this case, the nofeedback timer is the backup nmechanismfor the
sender to detect these |osses, simlar to the retransmt tinmer in
TCP.

Not e that when the sender stops sending data for a period of tine,
the receiver will stop sending feedback. Wen the sender’s

nof eedback timer expires, the sender could use the procedure above to
limt the sending rate. |If the sender subsequently starts to send
again, X recv_set will be used to linmit the transnit rate, and sl ow
start behavior will occur until the transmt rate reaches X Bps.

The TFRC sender’s reduction of the allowed sending rate after the
nof eedback timer expires is sinmlar to TCP s reduction of the
congesti on wi ndow, cwnd, after each RTO seconds of an idle period,
for TCP with Congestion Wndow Validation [ RFC2861].

4.5. Reducing Gscillations

To reduce oscillations in queueing delay and sending rate in
environnents with a | ow degree of statistical multiplexing at the
congested link, it is RECOMENDED that the sender reduce the transmt
rate as the queueing delay (and hence RTT) increases. To do this,
the sender maintains R sqgnmean, a long-termestimte of the square
root of the RTT, and nodifies its sending rate depending on how the
square root of R sanple, the nbst recent sanple of the RTT, differs
fromthe long-termestimate. The long-termestinmate R sqnmean i s set
as follows:

If no feedback has been received before {

R sgnean = sqrt(R_sanpl e);
} Else {

R sgnean = g2*R_sqmean + (1-g2)*sqgrt (R _sanple);
}

Thus, R_sqgnean gives the exponentially weighted noving average of the
square root of the RTT sanples. The constant g2 shoul d be set
simlarly to q, the constant used in the round-trip tinme estimate R
A value of 0.9 as the default for g2 i s RECOMVENDED

When sqrt(R_sanple) is greater than R sqgmean, then the current
round-trip time is greater than the |long-term average, inplying that
queuei ng delay is probably increasing. |In this case, the transnit
rate is decreased to minimze oscillations in queueing del ay.

The sender obtains the base allowed transmt rate, X, as described in

step (4) of Section 4.3 above. It then calculates a nodified
i nstantaneous transnit rate X inst, as follows:
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X inst = X * Rsqgmean / sqgrt(R_sanple);
If (X.inst < s/t_nbi)
X inst = s/t_nbi;

Because we are using square roots, there is generally only a noderate
di fference between the instantaneous transnit rate X inst and the
allowed transmit rate X. For exanple, in a sonmewhat extrene case
when the current RTT sanple R sanple is twice as large as the | ong-
term average, then sqrt(R sanple) will be roughly 1.44 tines

R sqmean, and the allowed transmit rate will be reduced by a factor
of roughly 0.7.

W note that this nodification for reducing oscillatory behavior is
not always needed, especially if the degree of statistical
multiplexing in the network is high. W also note that the

nmodi fication for reducing oscillatory behavior could cause probl ens
for connections where the round-trip tine is not strongly correl ated
with the queueing delay (e.g., in some wireless |links, over paths
with frequent routing changes, etc.). However, this nodification
SHOULD be i npl ement ed because it nmakes TFRC behave better in sone
environnments with a low level of statistical nultiplexing. The
performance of this nmodification is illustrated in Section 3.1.3 of
[FHPVWOO]. If it is not inplenented, inplenmentations SHOULD use a
very | ow value of the weight g for the average round-trip tine.

4.6. Scheduling of Packet Transm ssions

As TFRC is rate-based, and as operating systenms typically cannot
schedul e events precisely, it is necessary to be opportunistic about
sendi ng data packets so that the correct average rate is maintained
despite the coarse-grain or irregular scheduling of the operating
system To help maintain the correct average sending rate, the TFRC
sender MAY send sone packets before their nominal send tine.

In addition, the scheduling of packet transnissions controls the

al I oned burstiness of senders after an idle or data-linited period.
The TFRC sender MAY accunul ate sending 'credits’ for past unused send
times; this allows the TFRC sender to send a burst of data after an
idle or data-limted period. To conpare with TCP, TCP nay send up to
a round-trip time's worth of packets in a single burst, but never
nmore. As exanpl es, packet bursts can be sent by TCP when an ACK
arrives acknow edgi ng a wi ndow of data, or when a data-limted sender
suddenly has a wi ndow of data to send after a delay of nearly a
round-trip tinme.
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To lint burstiness, a TFRC i npl enentati on MUST prevent bursts of
arbitrary size. This limt MJIT be |less than or equal to one round-
trip tine’s worth of packets. A TFRC inplenentation MAY limt bursts
to less than a round-trip tine’s worth of packets. |In addition, a
TFRC i npl ement ati on MAY use rate-based pacing to snooth bursts.

As an inplenentation-specific exanple, a sending |oop could calcul ate
the correct inter-packet interval, t_ipi, as follows:

t_ipi = s/ X.inst;

Let t_now be the current tine and i be a natural nunber, i = 0, 1,
., With t_i the nomnal send tinme for the i-th packet. Then, the
nom nal send time t_(i+1) would derive recursively as:

t_0 = t_now,
t_(i+1) =t_i + t_ipi

For TFRC senders allowed to accunul ate sending credits for unused
send tinme over the last T seconds, the sender would be allowed to use
unused nominal send times t_j for t j <now- T, for T set to the
round-trip tinme.

5. Calculation of the Loss Event Rate (p)

bt ai ni ng an accurate and stable neasurenent of the |oss event rate
is of primary inportance for TFRC. Loss rate neasurenent is
perforned at the receiver, based on the detection of |ost or narked
packets fromthe sequence nunbers of arriving packets. W describe
this process before describing the rest of the receiver protocol. |If
the receiver has not yet detected a |ost or marked packet, then the
recei ver does not calculate the | oss event rate, but reports a |oss
event rate of zero.

5.1. Detection of Lost or Mrked Packets

TFRC assunes that all packets contain a sequence nunber that is

i ncremented by one for each packet that is sent. For the purposes of
this specification, it is REQURED that if a | ost packet is
retransmitted, the retransmission is given a new sequence nunber that
is the latest in the transm ssion sequence, and not the same sequence
nunber as the packet that was lost. |[|f a transport protocol has the
requirement that it nmust retransnit with the origi nal sequence
nunber, then the transport protocol designer nust figure out how to
di stinguish del ayed fromretransmtted packets and how to detect | ost
retransm ssi ons.
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The receiver maintains a data structure that keeps track of which
packets have arrived and which are mssing. For the purposes of this
speci fication, we assune that the data structure consists of a |ist
of packets that have arrived along with the receiver timestanp when
each packet was received. 1In practice, this data structure will
normal |y be stored in a nore conpact representation, but this is

i mpl enent ati on-specific.

The loss of a packet is detected by the arrival of at |east NDUPACK
packets with a hi gher sequence nunber than the |ost packet, for
NDUPACK set to 3. The requirenent for NDUPACK subsequent packets is
the same as with TCP, and is to make TFRC nore robust in the presence
of reordering. In contrast to TCP, if a packet arrives late (after
NDUPACK subsequent packets arrived) in TFRC, the | ate packet can fil
the hole in TFRC s reception record, and the receiver can recal cul ate
the loss event rate. Future versions of TFRC mi ght make the

requi rement for NDUPACK subsequent packets adaptive based on
experienced packet reordering, but such a nechanismis not part of
the current specification

For an ECN- capabl e connection, a marked packet is detected as a
congestion event as soon as it arrives, wthout having to wait for
the arrival of subsequent packets.

I f an ECN-mar ked packet is preceded by a possibly-1ost packet, then
the first detected congestion event begins with the | ost packet. For
exanple, if the receiver receives a data packet w th sequence numrber
n-1, followed by an unmarked data packet with sequence nunber n+1

and a nmarked data packet with sequence nunber n+2, then the receiver
detects a congestion event when it receives the marked packet n+2

The first congestion event detected begins with the | ost packet n.
The guidelines in Section 5.2 below are used to determ ne whether the
| ost and marked packets belong to the sane | oss event or to separate
| oss events.

5.2. Translation fromLoss History to Loss Events

TFRC requires that the loss fraction be robust to several consecutive
packets lost or marked in the sanme loss event. This is simlar to
TCP, which (typically) only perforns one halving of the congestion

wi ndow during any single RTT. Thus, the receiver needs to map the
packet loss history into a | oss event record, where a loss event is
one or nore packets lost or marked in an RTT. To performthis

mappi ng, the receiver needs to know the RTT to use, and this is
supplied periodically by the sender, typically as control infornmation
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pi ggy- backed onto a data packet. TFRC is not sensitive to how the
RTT nmeasurenent sent to the receiver is made, but it is RECOMVENDED
to use the sender’s calculated RTT, R (see Section 4.3) for this
pur pose.

To determ ne whether a lost or marked packet should start a new | oss
event or be counted as part of an existing |oss event, we need to
conpare the sequence nunbers and tinestanps of the packets that
arrived at the receiver. For a marked packet, S new, its reception
time, T_new, can be noted directly. For a |ost packet, we can
interpolate to infer the nomnal "arrival time". Assune:

S loss is the sequence nunber of a |ost packet.

S before is the sequence nunber of the |ast packet to arrive,

bef ore any packet arrivals with a sequence nunber above S | oss,

with a sequence nunber bel ow S_| oss.

S after is the sequence nunber of the first packet to arrive after
S before with a sequence nunber above S | oss.

S max is the largest sequence nunber.
Therefore, S before < S loss < S after <= S _nax.
T loss is the nomnal estinmated arrival tine for the | ost packet.
T before is the reception tine of S before.
T after is the reception tinme of S after.
Note that T before < T after.
For a | ost packet, S loss, we can interpolate its nomnal "arriva
time" at the receiver fromthe arrival tinmes of S before and S_ after

Thus:

T loss = T before + ( (T_after - T _before)
* (S loss - S before)/ (S after - S before) );

To address sequence nunber wapping, let S MAX = 2”b, where b is the

bit-length of sequence nunbers in a given inplenmentation. |In this
case, we can interpolate the arrival tine T_loss as foll ows:
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T loss = T _before + (T_after - T_before)
* Dist(S_loss, S before)/Dist(S after, S before)

wher e
Dist(S A SB) =(SA+SMX- SB %S MAX

If the I ost packet S old was determ ned to have started the previous
| oss event, and we have just determnined that S new has been |ost,
then we interpolate the noninal arrival times of S old and S_new,
called T_old and T_new, respectively.

If T_old + R>= T_new, then S newis part of the existing | oss event.
O herwise, S newis the first packet in a new | oss event.

5.3. The Size of a Loss Interval

After the detection of the first |oss event, the receiver divides the
sequence space into loss intervals. |If aloss interval, A is
determ ned to have started with packet sequence nunber S A and the
next loss interval, B, started with packet sequence nunber S B, then
t he nunber of packets in loss interval Ais given by (S B- S A).
Thus, loss interval A contains all of the packets transmitted by the
sender starting with the first packet transmitted in |loss interval A
and ending with but not including the first packet transmitted in

| oss interval B.

The current loss interval | _0 is defined as the |oss interval
containing the nost recent loss event. |If that |oss event started

wi th packet sequence nunber S A, and S Cis the highest received
sequence nunber so far, then the size of | _ 0is SC- SA+ 1 As an
exanmple, if the current loss interval consists of a single ECN

mar ked packet, then S A==S C, and the size of the loss interval is
one.

5.4. Average Loss Interva

To calculate the loss event rate, p, we first cal culate the average

loss interval. This is done using a filter that weights the n nost
recent loss event intervals in such a way that the measured | oss
event rate changes snmoothly. [If the receiver has not yet seen a | ost

or marked packet, then the receiver does not cal cul ate the average
| oss interval.
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Weights w O to w (n-1) are cal cul ated as:

If (i <nl2)

wi =1;
} Else {

wi =2%* (n-i)/(n+2);
}

Thus, if n=8, the values of w0 to w7 are:
1.0, 1.0, 1.0, 1.0, 0.8, 0.6, 0.4, 0.2

The value n for the nunber of loss intervals used in calculating the
| oss event rate determ nes TFRC s speed in responding to changes in
the | evel of congestion. It is RECOVWENDED to set the value n to 8.
TFRC SHOULD NOT use values of n greater than 8 for traffic that m ght
conpete in the global Internet with TCP. At the very |east, safe
operation with values of n greater than 8 would require a slight
change to TFRC s mechani sns to include a nore severe response to two
or nore round-trip tinmes with heavy packet | oss.

When cal cul ating the average loss interval, we need to deci de whet her
to include the current loss interval. W only include the current
loss interval if it is sufficiently large to increase the average

| oss interval.

Let the nost recent loss intervals be I _0 to I_k, where |I_0 is the

current loss interval. |f there have been at |least n | oss intervals,
then k is set to n; otherwise, k is the maxi mum nunber of | oss
intervals seen so far. W calculate the average | oss interval | _nean

as foll ows:

| tot0 = O;

| totl = O;

Wtot = O;

for (i = 0to k-1) {
| _totO =1 _totO + (I_i * w.i);
Wtot = Wtot + w.i;

}

for (i =11to k) {

| _totl =1 _totdl + (l_i * w(i-1));

| tot = max(l_totO, | _totl);
| _nmean =1 _tot/Wtot;

The | oss event rate, p is sinply:

p=1/1_nean;
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5.5. History Discounting

As described in Section 5.4, when there have been at | east n | oss
intervals, the nobst recent loss interval is only assigned 1/(0.75*n)
of the total weight in calculating the average |oss interval
regardl ess of the size of the nost recent loss interval. This
section describes an OPTI ONAL history discounting mechani sm

di scussed further in [FHPWO0a] and [W0], that allows the TFRC
receiver to adjust the weights, concentrating nore of the relative
wei ght on the nost recent |oss interval, when the nost recent |oss
interval is nore than twice as |large as the conputed average | oss

i nterval

To carry out history discounting, we associate a discount factor,
DF i, with each loss interval, L_i, for i > 0, where each di scount
factor is a floating point nunber. The discount array maintains the
curmul ative history of discounting for each loss interval. At the
begi nning, the values of DF_i in the discount array are initialized
to 1:

Hi story discounting al so uses a general discount factor, DF, also a
floating point nunber, that is also initialized to 1. First, we show
how t he di scount factors are used in calculating the average | oss
interval, and then we describe, later in this section, how the

di scount factors are nodified over tine.

As described in Section 5.4, the average loss interval is calcul ated
using the n previous loss intervals I_1, ..., 1_n and the current
loss interval | _0. The conputation of the average | oss interva
usi ng the discount factors is a sinple nodification of the procedure
in Section 5.4, as foll ows:
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| tot0 =1_0* w.O;

| totl = O;

Wtot0 = w 0;

Wtotl = 0;

for (i =1ton-1) {
| totO =1 _totO + (I_i * wi * DF_i * DF);
Wtot0 = Wtot0O + wi * DF_i * DF;

}

for (i =1ton) {
| totl =1 _totl + (I_i * w(i-1) * DF_i);
Wtotl = Wtotl + w (i-1) * DF_i;

}
p=nmn(Wtot0/Il _totO, Wtotl/l _totl);

The general discounting factor, DF, is updated on every packet
arrival as follows. First, the receiver conputes the weighted

average | _nean of the loss intervals I_1, ..., |I_n:
| _tot = O;
Wtot = O;
for (i =1ton) {
Wt ot Wtot + w (i-1) * DF_i;

| tot + (1.0 * w(i-1) * DFJi);

| _ mean =1 _tot / Wtot;
Thi s weighted average |_nean is conpared to | _0, the size of current
loss interval. |If |I_0 is greater than twice |_mean, then the new
loss interval is considerably larger than the old ones, and the
general discount factor, DF, is updated to decrease the relative
wei ght on the older intervals, as follows:

if (1_0>2* 1 _nean) {
| _mean/1 _0;
THRESHOLD) {
THRESHCOLD;

=g=)
=Toi

wn -

} el
}

A nonzero val ue for THRESHOLD ensures that older loss intervals from
an earlier time of high congestion are not discounted entirely. W
recommend a THRESHOLD of 0.25. Note that with each new packet
arrival, | _O0 will increase further, and the discount factor DF will
be updat ed.

(¢
TR

%
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When a new | oss event occurs, the current interval shifts froml_O to

| 1, loss interval | _i shifts to interval | _(i+l1), and the |oss
interval I_n is forgotten. The previous discount factor DF has to be
i ncorporated into the discount array. Because DF_i carries the
di scount factor associated with loss interval |_i, the DF_i array has
to be shifted as well. This is done as follows:
for (i =1ton) {
DFi =DF * DF_i;
for (i = n-11to 0 step -1) {
DF (i+1) = DF_i;
}
I 0 =1,
DF 0 = 1;
DF = 1,

This conpl etes the description of the optional history discounting
mechani sm W enphasize that this is an OPTI ONAL nmechani sm whose
sole purpose is to allow TFRC to respond sonmewhat nore quickly to the
sudden absence of congestion, as represented by a long current |oss

i nterval

6. Data Recei ver Protocol

The receiver periodically sends feedback nessages to the sender.
Feedback packets SHOULD normally be sent at |east once per RITT,

unl ess the sender is sending at a rate of |ess than one packet per
RTT, in which case a feedback packet SHOULD be sent for every data
packet received. A feedback packet SHOULD al so be sent whenever a
new | oss event is detected without waiting for the end of an RTT, and
whenever an out-of-order data packet is received that renoves a | oss
event fromthe history.

If the sender is transmtting at a high rate (many packets per RTT),
there may be sone advantages to sendi ng periodi ¢ feedback nessages
nore than once per RTT as this allows faster response to changing RTT
nmeasurenents and nore resilience to feedback packet | oss.

If the receiver was sending k feedback packets per RTT, for k>1, step
(4) of Section 6.2 would be nodified to set the feedback tiner to
expire after R.mk seconds. However, each feedback packet would
still report the receiver rate over the last RTT, not over a fraction
of an RTT. 1In this docunent, we do not specify the nodifications
that night be required for a receiver sending nore than one feedback
packet per RTT. W note that there is little gain fromsending a

| arge nunber of feedback nessages per RITT.
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6.1. Receiver Behavi or When a Data Packet |s Received

When a data packet is received, the receiver perfornms the foll ow ng
st eps:

1) Add the packet to the packet history.

2) Check if done: If the new packet results in the detection of a
new | oss event, or if no feedback packet was sent when the
feedback tiner last expired, go to step 3. Qherwi se, no action
need be perforned (unless the optimzation in the next paragraph
is used), so exit the procedure.

An OPTI ONAL optim zation might check to see if the arrival of the
packet caused a hole in the packet history to be filled, and
consequently, two loss intervals were nerged into one. |If this
is the case, the receiver mght also send feedback i nmedi ately.
The effects of such an optinization are normally expected to be
smal | .

3) Calculate p: Let the previous value of p be p_prev. Calculate
the new val ue of p as described in Section 5.

4) Expire feedback tinmer: If p > p_prev, cause the feedback tiner to
expire and performthe actions described in Section 6. 2.

If p <= p_prev and no feedback packet was sent when the feedback
timer last expired, cause the feedback tiner to expire and
performthe actions described in Section 6.2. |If p <= p_prev and
a feedback packet was sent when the feedback tiner |ast expired,
no action need be perforned.

6.2. Expiration of Feedback Tiner

When the feedback tiner at the receiver expires, the action to be
taken depends on whet her data packets have been received since the
| ast feedback was sent.

For the mth expiration of the feedback tiner, let the nmaxi mum
sequence nunber of a packet at the receiver, so far, be S mand the
val ue of the RTT neasurenent included in packet S mbe Rm As
described in Section 3.2.1, Rmis the sender’s nbst recent estimate
of the round-trip tine, as reported in data packets. |If data packets
have been received since the previous feedback was sent, the receiver
perforns the follow ng steps:

1) Calculate the average |oss event rate using the algorithm
described in Section 5.
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2) Calculate the neasured receive rate, X recv, based on the packets
received within the previous R (m1l) seconds. This is perforned
whet her the feedback tinmer expired at its nornal tine or expired
early due to a new | ost or marked packet (i.e., step (3) in
Section 6.1).

In the typical case, when the receiver is sending only one

f eedback packet per round-trip time and the feedback tinmer did
not expire early due to a new | ost packet, then the tinme interva
since the feedback tinmer |ast expired would be R (m 1) seconds.

W note that when the feedback tiner expires early due to a new
| ost or marked packet, the tinme interval since the feedback timer
| ast expired is likely to be snmaller than R (m 1) seconds.

For ease of inplenentation, if the time interval since the
feedback timer |last expired is not R (m1) seconds, the receive
rate MAY be cal cul ated over a longer tinme interval, the tinme

i nterval going back to the nost recent feedback timer expiration
that was at least R (m 1) seconds ago.

3) Prepare and send a feedback packet containing the information
described in Section 3.2.2.

4) Restart the feedback timer to expire after R_m seconds.

Note that rule 2) above gives a nininumvalue for the nmeasured

receive rate X recv of one packet per round-trip tinme. |f the sender
is limted to a sending rate of |ess than one packet per round-trip
time, this will be due to the |oss event rate, not froma limt

i nposed by the measured receive rate at the receiver
If no data packets have been received since the | ast feedback was
sent, then no feedback packet is sent, and the feedback timer is
restarted to expire after R_m seconds.

6.3. Receiver Initialization

The receiver is initialized by the first data packet that arrives at
the receiver. Let the sequence nunber of this packet be i.

When the first packet is received:
o] Set p = 0.
o] Set X recv = 0.

o] Prepare and send a feedback packet.
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6.

3.

o] Set the feedback tinmer to expire after R.i seconds.

If the first data packet does not contain an estinmate R.i of the
round-trip time, then the receiver sends a feedback packet for every
arriving data packet until a data packet arrives containing an
estimate of the round-trip tinmne.

If the sender is using a coarse-grained tinmestanp that increnents
every quarter of a round-trip time, then a feedback tiner is not
needed, and the follow ng procedure from RFC 4342 is used to
determ ne when to send feedback nessages.

o] Whenever the receiver sends a feedback nessage, the receiver sets
a local variable last_counter to the greatest received val ue of
t he wi ndow counter since the |ast feedback nmessage was sent, if
any data packets have been received since the | ast feedback
nessage was sent.

o] If the receiver receives a data packet with a w ndow counter
val ue greater than or equal to |last_counter + 4, then the
recei ver sends a new feedback packet. ("Geater" and "greatest"
are neasured in circular wi ndow counter space.)

1. Initializing the Loss H story after the First Loss Event

This section describes the procedure that MJST be used for
initializing the loss history after the first | oss event.

The nunber of packets until the first |oss cannot be used to conpute
the allowed sending rate directly, as the sending rate changes
rapidly during this time. TFRC assunes that the correct data rate
after the first loss is half of the maxi mum sending rate before the
| oss occurred. TFRC approximates this target rate, X target, by the
maxi nrum val ue of X recv so far. (For slowstart, for a particular
round-trip time, the sender’'s sending rate is generally tw ce the
receiver’'s receive rate for data sent over the previous round-trip
time.)

After the first loss, instead of initializing the first [oss interval
to the nunber of packets sent until the first |Ioss, the TFRC receiver
calculates the loss interval that would be required to produce the
data rate X target, and uses this synthetic loss interval to seed the
| oss history mechani sm

TFRC does this by finding sone value, p, for which the throughput
equation in Section 3.1 gives a sending rate within 5% of X target,
given the round-trip time R and the first loss interval is then set
to 1/p. |If the receiver knows the segnment size, s, used by the
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sender, then the receiver MAY use the throughput equation for X

ot herwi se, the receiver MAY neasure the receive rate in packets per
second instead of bytes per second for this purpose, and use the

t hr oughput equation for X pps. (The 5% tolerance is introduced
sinmply because the throughput equation is difficult to invert, and we
want to reduce the costs of calculating p nunerically.)

Special care is needed for initializing the first loss interval when
the first data packet is lost or marked. Wen the first data packet
is lost in TCP, the TCP sender retransnits the packet after the
retransmt timer expires. |If TCP' s first data packet is ECN narked,
the TCP sender resets the retransmt tinmer, and sends a new data
packet only when the retransmit tinmer expires [ RFC3168] (Section
6.1.2). For TFRC, if the first data packet is |ost or ECN marked,
then the first loss interval consists of the null interval with no
data packets. In this case, the loss interval length for this (null)
|l oss interval SHOULD be set to give a sinilar sending rate to that of
TCP, as specified in the paragraph bel ow

When the first TFRC loss interval is null, neaning that the first
data packet is lost or ECN-marked, in order to follow the behavior of
TCP, TFRC wants the allowed sending rate to be 1 packet every two
round-trip times, or equivalently, 0.5 packets per RIT. Thus, the
TFRC recei ver calculates the loss interval that would be required to
produce the target rate X target of 0.5/R packets per second, for the
round-trip time R, and uses this synthetic loss interval for the

first loss interval. The TFRC receiver uses 0.5/R packets per second
as the mnimumvalue for X target when initializing the first |oss
i nt erval

We note that even though the TFRC receiver reports a synthetic |oss
interval after the first |oss event, the TFRC receiver still reports
the nmeasured receive rate X recv, as specified in Section 6.2 above.

7. Sender-Based Variants

In a sender-based variant of TFRC, the receiver uses reliable
delivery to send information about packet |osses to the sender, and
the sender conputes the packet | oss rate and the acceptable transnit
rate.

The mai n advant age of a sender-based variant of TFRC is that the
sender does not have to trust the receiver’s calculation of the
packet |l oss rate. However, with the requirenment of reliable delivery
of loss information fromthe receiver to the sender, a sender-based
TFRC woul d have nuch tighter constraints on the transport protocol in
which it is enbedded.
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In contrast, the receiver-based variant of TFRC specified in this
docunent is robust to the |loss of feedback packets, and therefore
does not require the reliable delivery of feedback packets. It is
al so better suited for applications where it is desirable to offload
work fromthe server to the client as nmuch as possi bl e.

RFC 4340 and RFC 4342 together specify DCCP’s CCI D 3, which can be
used as a sender-based variant of TFRC. In CCD 3, each feedback
packet fromthe receiver contains a Loss Intervals option, reporting
the lengths of the npbst recent | oss intervals. Feedback packets nmay
al so include the Ack Vector option, allow ng the sender to determne
exactly which packets were dropped or marked and to check the
information reported in the Loss Intervals options. The Ack Vector
option can also include ECN Nonce Echoes, allow ng the sender to
verify the receiver’s report of having received an unmarked data
packet. The Ack Vector option allows the sender to see for itself
whi ch data packets were | ost or ECN-narked, to determine |oss
intervals, and to calculate the | oss event rate. Section 9 of RFC
4342 di scusses issues in the sender verifying information reported by
t he receiver.

8. Inplenmentation |Issues
Thi s docunent has specified the TFRC congestion control nechanism
for use by applications and transport protocols. This section
mentions briefly sonme of the inplenentation issues.

8.1. Conputing the Throughput Equation

For t RTO = 4*R and b = 1, the throughput equation in Section 3.1 can
be expressed as foll ows:

for
f(p) = sqrt(2*p/3) + (12*sqrt(3*p/8) * p * (1+32*p"2)).
A tabl e | ookup could be used for the function f(p).
Many of the multiplications (e.g., g and 1-q for the round-trip tine
average, a factor of 4 for the tineout interval) are or could be by

powers of two, and therefore could be inplenmented as sinple shift
operati ons.
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8.2. Sender Behavi or When a Feedback Packet |s Received

This section discusses inplenentation issues for sender behavi or when
a feedback packet is received, from Section 4. 3.

8.2.1. Determining If an Interval Was a Data-Limted Interva

When a feedback packet is received, the sender has to deternine if
the entire interval covered by that feedback packet was a data-
limted period. This section discusses one possible inplenmentation
for the sender to determine if the interval covered by a feedback
packet was a data-limted period.

If the feedback packets all report the tinestanp of the |ast data
packet received, then let t_new be the tinmestanp reported by this
feedback packet. Because all feedback packets cover an interval of
at least a round-trip tine, it is sufficient for the sender to
determine if there was any tinme in the period (t_old, t_new] when the
sender was not data-limted, for Rthe sender’s estimate of the
round-trip time, and for t_old set tot_new- R (This procedure
estimates the interval covered by the feedback packet, rather than
computing it exactly. This seens fine to us.)

The pseudocode for deternining if the sender was data-linited over
the entire interval covered in a feedback packet is given below The
variables NotLimtedl and NotLimnmited2 both represent tinmes when the
sender was *not* data-limted.

Initialization:
NotLimtedl = NotLimted2 =t _new = t_next = O;
t_now = current tine;

After sending a segnent:
If (sender has sent all it is allowed to send) {
/'l Sender is not data-linmted at this instant.
If NotLimitedl <=t _new
/] Coal: NotLimtedl > t_new.
NotLi mitedl = t_now,
Else if (NotLimted2 <=t _next)
/1 Goal: NotLimted2 > t_next.
NotLi mited2 = t_now,
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When a feedback packet is received, is this interval data-linited:
t_new = timestanp reported in feedback packet.
t_ old =t _new- R /1 local variable
t_next = t_now,
If ((t_old < NotLimtedl <=t _new) or
(t_old < NotLimted2 <= t_new))
This was not a data-linited interval
El se
This was a data-linited interval
If (NotLimtedl <= t_new & NotLinmted2 > t_new)
Not Li mitedl = NotLinited2

Transni ssion tines refer to transm ssion of a segnent or segnents to
the layer bel ow,

Bet ween feedback packets, (t_old, t_new] gives the transmnission tine
interval estimated to be covered by the nost recent feedback packet,
and t_next gives a tinme at least a round-trip tine greater than

t _new. The next feedback packet can be expected to cover roughly the
interval (t_new, t_next] (unless the receiver sends the feedback
packet early because it is reporting a new |loss event). The goal is
for NotLimtedl to save a non-data-linmited tine in (t_new, t_next],

if there was one, and for NotLimted2 to save a non-data-limted tine
after t_next.

When a feedback packet was received, if either NotLinitedl or
NotLimited2 is in the time interval covered by the feedback packet,
then the interval is not a data-limted interval; the sender was not
data-limted at |east once during that tine interval. |If neither

Not Li mitedl nor NotLimted2 is in the tine interval covered by a

f eedback packet, then the sender is assunmed to have been data-limted
over that tine interval

W note that this procedure is a heuristic, and in sonme cases the
sender m ght not determine correctly if the sender was data-limted
over the entire interval covered by the feedback packet. This
heuristic does not address the possible conplications of reordering.

That seens acceptable to us. In order to inprove its accuracy in
identifying if the entire interval covered by a feedback packet was a
data-limted interval, the sender could save nore NotLinmited tines.

In some inplenmentations of TFRC, the sender sends coarse-grained

ti mestanps that increment every quarter of a round-trip tine, and the
f eedback packet reports the greatest valid sequence nunber received
so far instead of reporting the timestanp of the |ast packet

received. In this case, the sender can nmintain per-packet state to
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determne t_new (the time that the acknow edged packet was sent), or
the sender can estimate t_new fromits estinmate of the round-trip
time and the elapsed tinme t_delay reported by the feedback packet.

8.2.2. Maintaining X recv_set

To reduce the conplexity of maintaining X recv_set, it is sufficient
tolinmt X recv_set to at nost N=3 elenents. 1In this case, the
procedure Update X recv_set() would be nodified as foll ows:

Update X recv_set():
Add X recv to X recv_set;
Del ete from X recv_set val ues ol der than
two round-trip tinmes.
Keep only the npst recent N val ues.

Mai nt ai ni ng at nost *two* elenents in X recv_set would be sufficient
for the sender to save an old value of X recv frombefore a data-
limted period, and to allow the sender not to be limted by the
first feedback packet after an idle period (reporting a receive rate
of one packet per round-trip tine). However, it is *possible* that
mai ntai ning at nost two elenents in X recv_set would not give quite
as good perfornmance as mnmi ntai ning at nost three el enents.

Mai ntaining three elenents in X recv_set would allow X recv_set to
contain X recv values fromtwo successive feedback packets, plus a
nmore recent X recv value froma | oss event.

8.3. Sending Packets before Their Nom nal Send Tinme

This section di scusses one possi bl e scheduling nechani smfor a sender
in an operating systemw th a coarse-grained tinmng granularity (from
Section 4.6).

Let t_gran be the scheduling timer granularity of the operating
system Let t_ipi be the inter-packet interval, as specified in
Section 4.6. |If the operating systemhas a coarse tiner granularity
or otherw se cannot support short t_ipi intervals, then either the
TFRC sender will be restricted to a sending rate of at nost 1 packet
every t_gran seconds, or the TFRC sender nust be allowed to send
short bursts of packets. |In addition to allowi ng the sender to
accumul ate sending credits for past unused send tines, it can be
useful to allow the sender to send a packet before its schedul ed send
time, as described in the section bel ow.

A paraneter, t_delta, nay be used to allow a packet to be sent before
its nonminal send tinme. Consider an application that becones idle and
requests re-scheduling for time t_i =t _(i-1) + t_ipi, for t_(i-1)
the send tinme for the previous packet. Wen the application is
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reschedul ed, it checks the current tine, t_now |If

(t_now>1t i - t_delta), then packet i is sent. Wen the nomi nal
send tine, t_i, of the next packet is calculated, it may already be
the case that t_ now>1t i - t_delta. |In such a case, the packet

woul d be sent inmediately.

In order to send at nobst one packet before its nom nal send tine, and
never to send a packet nore than a round-trip tinme before its noni nal
send tinme, the parameter t_delta would be set as follows:

t _delta = mn(t_ipi, t_gran, rtt)/?2;

(The scheduling granularity t_gran is 10 ms on sonme ol der Unix
systens.)

As an exanple, consider a TFRC flow with an all owed sending rate X of
10 packets per round-trip time (PPR), a round-trip time of 100 nms, a
systemwith a scheduling granularity t_gran of 10 ns, and the ability
to accunul ate unused sending credits for a round-trip tine. |In this
case, t _ipi is 1 ms. The TFRC sender would be allowed to send
packets 0.5 ns before their nonminal sending tine, and woul d be

al l owed to save unused sending credits for 100 ns. The scheduling
granularity of 10 ns would not significantly affect the performance
of the connecti on.

As a different exanple, consider a TFRC flow with a scheduling
granularity greater than the round-trip tine, for exanple, with a
round-trip time of 0.1 ns and a systemwith a scheduling granularity
of 1 ns, and with the ability to accunul ate unused sending credits
for a round-trip time. The TFRC sender would be allowed to save
unused sending credits for 0.1 ns. |If the scheduling granularity
*did not* affect the sender’s response to an incom ng feedback
packet, then the TFRC sender would be able to send an RTT of data (as
determ ned by the allowed sending rate) each RTT, in response to

i ncom ng feedback packets. In this case, the coarse scheduling
granularity would not significantly reduce the sending rate, but the
sending rate would be bursty, with a round-trip tine of data sent in
response to each feedback packet.

However, performance would be different, in this case, if the
operating system scheduling granularity affected the sender’s
response to feedback packets as well as the general scheduling of the
sender. In this case, the sender’s performance woul d be severely
limted by the scheduling granularity being greater than the round-
trip tine, with the sender able to send an RTT of data, at the

al l oned sending rate, at nost once every 1 ns. This restriction of
the sending rate is an unavoi dabl e consequence of allow ng burstiness
of at nost a round-trip tinme of data.
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8.

8.

9.

9.

4. Calculation of the Average Loss Interval

The cal cul ati on of the average loss interval in Section 5.4 involves
mul tiplications by the weights wO to w(n-1), which for n=8 are:

1.0, 1.0, 1.0, 1.0, 0.8, 0.6, 0.4, 0.2.

Wth a mnor [oss of snobothness, it would be possible to use weights
that were powers of two or suns of powers of two, e.qg.

1.0, 1.0, 1.0, 1.0, 0.75, 0.5, 0.25, 0.25.
5. The Optional Hi story Discounting Mechani sm

The optional history discounting nechani smdescribed in Section 5.5
is used in the calculation of the average loss rate. The history

di scounting nmechanismis invoked only when there has been an
unusually long interval with no packet |osses. For a nore efficient
operation, the discount factor, DF_i, could be restricted to be a
power of two.

Changes from RFC 3448
1. Overview of Changes

This section summari zes the changes from RFC 3448. At a high | evel
the main change is to add nechani sns to address the case of a data-
limted sender. This docunment also explicitly allows the TFRC sender
to accunulate up to a round-trip time of unused send credits, and as
a result to send a burst of packets if data arrives fromthe
application in a burst after a data-linmted period. This issue was
not explicitly addressed in RFC 3448.

Thi s docunent changes RFC 3448 to incorporate TCP' s higher initial
sending rates from RFC 3390. This docunent al so changes RFC 3448 to
all ow RFC 4342’ s use of a coarse-grained tinmestanp on data packets

i nstead of a nore fine-grained tinmestanp.

O her changes address corner cases involving slowstart, the response
when the first data packet is dropped, and the Iike. This docunent
al so incorporates the itens in the RFC 3448 Errata.

This section is non-normative; the nornative text is in the cited
secti ons.
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9.2. Changes in Each Section

Section 4.1, estimating the average segnment size: Section 4.1 was
nodi fied to give a specific algorithmthat could be used for
estimating the average segnent size.

Section 4.2, update to the initial sending rate: In RFC 3448, the
initial sending rate was two packets per round-trip tinme. 1In this
docunent, the initial sending rate can be as high as four packets per
round-trip time, following RFC 3390. The initial sending rate was
changed to be in terns of the segnent size s, not in terns of the
VBS.

Section 4.2 now says that tld, the Tine Last Doubl ed during sl ow
start, can be initialized to either 0 or to -1. Section 4.2 was al so
clarified to say that RTT measurenents do not only cone from feedback
packets; they could also cone from other places, such as the SYN
exchange.

Section 4.3, response to feedback packets: Section 4.3 was nodified
to change the way that the receive rate is used in limting the
sender’s allowed sending rate, by using the set of receive rate

val ues of the last two round-trip times, and initializing the set of
receive rate values by a large val ue.

The larger initial sending rate in Section 4.2 is of little use if
the receiver sends a feedback packet after the first packet is

recei ved, and the sender, in response, reduces the allowed sending
rate to at nost two packets per RTT, which would be twice the receive
rate. Because of the change in the sender’s processing of the
receive rate, the sender now does not reduce the allowed sending rate
to twice the reported receive rate in response to the first feedback
packet .

During a data-limted period, the sender saves the receive rate
reported fromjust before the data-limted period, if it is |larger
than the receive rate during the data-limted period. The sender
al so reduces the saved values in X recv_set in response to a | oss
during a data-linited period. Appendix C discusses this response
further.

Section 4.4, response to an idle period: Followi ng Section 5.1 from
[ RFC4342], this docunent specifies that when the sending rate is
reduced after an idle period that covers the period since the

nof eedback timer was set, the all owed sending rate is not reduced
below the initial sending rate. (In Section 4.4, the variable
recover_rate is set to the initial sending rate.)
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Section 4.4, correction from[RFC3448Err]. RFC 3448 had

contradi ctory text about whether the sender halved its sending rate
after *two* round-trip tinmes wthout receiving a feedback report, or
after *four* round-trip times. This docunent clarifies that the
sender halves its sending rate after four round-trip times wthout
receiving a feedback report [RFC3448Err].

Section 4.4, clarification for slowstart: Section 4.4 was clarified
to specify that on the expiration of the nofeedback timer, if p = 0,
X Bps cannot be used, because the sender does not yet have a val ue
for X Bps. Section 4.4 was also clarified to check the case when the
sender does not yet have an RTT sanple, but has sent a packet since

t he nof eedback tiner was set.

Section 4.6: credits for unused send tine:

Section 4.6 has been clarified to say that the TFRC sender gets to
accumul ate up to an RTT of credits for unused send tinme. Section 4.6
was also rewitten to clarify what is specification and what is

i npl emrent ati on.

Section 5.4, clarification: Section 5.4 was nodified to clarify the
receiver’'s calculation of the average | oss interval when the receiver
has not yet seen n loss intervals.

Section 5.5, correction: Section 5.5 was corrected to say that the
loss interval | _0 includes all transnitted packets, including |ost
and mar ked packets (as defined in Section 5.3 in the general
definition of loss intervals).

Section 5.5, correction from[RFC3448Err]: A line in Section 5.5 was
changed from

for (i 1 ton) { DF_i

1l
=
-

to

for (i 0ton) { D

1l
=
-

[ RFC3448Err].

Section 5.5, history discounting: THRESHOLD, the | ower bound on the
hi story di scounting paranmeter DF, has been changed from 0.5 to 0. 25,
to allow nore history discounting when the current interval is |ong.

Section 6, multiple feedback packets: Section 6 now contains nore

di scussi on of procedures if the receiver sends nmultiple feedback
packets each round-trip tine.
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10.

Section 6.3, initialization of the feedback tiner: Section 6.3 now
specifies the receiver’s initialization of the feedback timer if the
first data packet received does not have an estimate of the round-
trip tine.

Section 6.3, a coarse-grained tinmestanp: Section 6.3 was nodified to
i ncorporate, as an option, a coarse-grained tinestanp fromthe sender
that increnents every quarter of a round-trip time, instead of a nore
fine-grained tinestanp. This follows RFC 4342.

Section 6.3.1, after the first loss event: Section 6.3.1 now says
that for initializing the loss history after the first |oss event,
the receiver uses the naxi numreceive rate so far, instead of the
receive rate in the last round-trip tine.

Section 6.3.1, if the first data packet is dropped: Section 6.3.1 now
contains a specification for initializing the loss history if the
first data packet sent is |ost or ECN marked.

Section 7, sender-based variants: Section 7's discussion of sender-
based variants has been expanded, with reference to RFC 4342.

Security Considerations

TFRC is not a transport protocol in its own right, but a congestion
control mechanismthat is intended to be used in conjunction with a
transport protocol. Therefore, security primarily needs to be
considered in the context of a specific transport protocol and its
aut henti cati on nmechani sns.

Congestion control mnechanisns can potentially be exploited to create
deni al of service. This may occur through spoofed feedback. Thus,
any transport protocol that uses TFRC should take care to ensure that
feedback is only accepted fromthe receiver of the data. The precise
mechanismto achieve this will however depend on the transport
protocol itself.

In addition, congestion control nechanisms nay potentially be
mani pul ated by a greedy receiver that wishes to receive nore than its
fair share of network bandwi dth. A receiver mght do this by
claimng to have received packets that, in fact, were |ost due to
congestion. Possible defenses agai nst such a receiver would normally
i ncl ude sonme formof nonce that the receiver nust feed back to the
sender to prove receipt. However, the details of such a nonce would
depend on the transport protocol, and in particular on whether the
transport protocol is reliable or unreliable.
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10.

11.

We expect that protocols incorporating ECNwith TFRC will al so want
to incorporate feedback fromthe receiver to the sender using the ECN
nonce [ RFC3540]. The ECN nonce is a nodification to ECN that
protects the sender fromthe accidental or malicious conceal nent of
mar ked packets. Again, the details of such a nonce would depend on
the transport protocol, and are not addressed in this docunent.

1. Security Considerations for TFRC i n DCCP

TFRC is currently used in Congestion Control 1D 3 (CCID 3) [ RFC4342]
of the Datagram Congestion Control Protocol (DCCP) [RFC4340]. The
Security Considerations section of RFC 4340 [ RFC4340] (Section 18)

di scusses sonme of the security issues of DCCP, including sequence
nunber validity checks to protect against hijacked connections.
Section 18 of RFC 4340 al so di scusses mechanisnms in DCCP to limt the
potential inpact of denial-of-service attacks.

RFC 4342 specifies the use of TFRC in CCID 3. RFC 4342 incl udes
extensi ve discussions of the nmechanisns the sender can use to verify
the information sent by the receiver. Wen ECNis used with CCID 3,
the receiver returns ECN Nonce information to the sender, to allow
the sender to verify information sent by the receiver. Wen ECNis
not used, Section 9 of RFC 4342 di scusses how the sender could still
use various techniques that might catch the receiver in an error in
reporting congestion. However, as stated in RFC 4342, this is not as
robust or non-intrusive as the verification provided by the ECN
Nonce.

Acknow edgnent s

W would |ike to acknow edge feedback and di scussi ons on equati on-
based congestion control with a wide range of people, including
menbers of the Reliable Miulticast Research G oup, the Reliable

Mul ticast Transport Working G oup, and the End-to-End Research G oup.
W would like to thank Dado Col ussi, Corry Fairhurst, Ladan Charai

W m Hei rman, Eddi e Kohler, Ken Lofgren, M ke Luby, lan MDonal d,

VI adinir Ml tchanov, Colin Perkins, Mchele R, Gerrit Renker, Arjuna
Sat hi aseel an, VIl adi ca Stanisic, Randall Stewart, Eduardo Urzai z,
Shushan Wen, and Wendy Lee (Il hh@su. edu.cn) for feedback on earlier
versions of this docunent, and to thank Mark All man for his extensive
feedback from using [ RFC3448] to produce a working inplenentation

Fl oyd, et al. St andar ds Track [ Page 40]



RFC 5348 TFRC. Protocol Specification Sept ember 2008

Appendi x A.  Term nol ogy
Thi s docunent uses the following terms. Tiner variables (e.qg.,
t_now, tld) are assuned to be in seconds, with a timer resolution of
at least a mllisecond.
data-limted interval
An interval where the sender is data-linmited (not sending as much
as it is allowed to send) over the entire interval (Section 4.3).
DF: Discount factor for a loss interval (Section 5.5).

initial _rate:
Allowed initial sending rate.

| ast _counter:
G eatest received value of the wi ndow counter (Section 6.3).

n:  Nunber of |oss intervals.

NDUPACK:
Nunber of dupacks for inferring |oss (constant) (Section 5.1).

nof eedback ti ner:
Sender-side tiner (Section 4).

p: Estimated Loss Event Rate.

p_prev:
Previ ous value of p (Section 6.1).

gq: Filter constant for RTT (constant) (Section 4.3).
g2: Filter constant for long-term RTT (constant) (Section 4.6).
R Estimated path round-trip tine.

R m
A specific estimate of the path round-trip tine (Sections 4.3, 6).

R _sanpl e:
Measured path RTT (Section 4.3).

R _sqnean:
Long-termestimate of the square root of the RTT (Section 4.6).

recover _rate:
Al'lowed rate for resuming after an idle period (Section 4.4).
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recv_limt;
Limt on sending rate conputed from X recv_set (Section 4.3).

s:  Nom nal packet size in bytes.
S:  Sequence nunber.

t _del ay:
Reported tine delay between receipt of the |ast packet at the
receiver and the generation of the feedback packet (Section
3.2.2).

t _delta:
Parameter for flexibility in send tinme (Section 8.3).

t_gran:
Scheduling timer granularity of the operating system (constant)
(Section 8.3).

t_ipi:
I nter-packet interval for sending packets (Section 4.6).

t_nmbi:
Maxi mum RTO val ue of TCP (constant) (Section 4.3).

t _recvdata:
Ti mestanp of the last data packet received (Section 3.2.2).

timer _limt:
Limt on the sending rate fromthe expiration of the nofeedback
timer (Section 4.4).

tld:
Ti me Last Doubl ed (Section 4.2).

t_now.
Current tinme (Section 4.3).

t_RTO
Esti mated RTO of TCP (Section 4.3).

X: Alowed transnmit rate, as limted by the receive rate.

X_Bps:
Cal cul ated sending rate in bytes per second (Section 3.1).

X_pps:
Cal cul ated sending rate in packets per second (Section 3.1).
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X_inst:
I nstant aneous allowed transmt rate (Section 4.6).

X recv:
Esti mated receive rate at the receiver (Section 3.2.2).

X recv_set:
A smal| set of recent X recv values (Section 4.3).

X target:
The target sending rate after the first | oss event (Section
6.3.1).

Winit:

TCP initial w ndow (constant) (Section 4.2).
Appendi x B. The Initial Value of the Nofeedback Tiner

Wiy is the initial value of TFRC s nofeedback tiner set to two
seconds, instead of the recomended initial value of three seconds
for TCP s retransmt tinmer, from|[RFC2988]7? There is not any
particul ar reason why TFRC s nof eedback timer should have the sane
initial value as TCP's retransnit tiner. TCP' s retransnit tiner is
used not only to reduce the sending rate in response to congestion
but also to retransnit a packet that is assuned to have been dropped
in the network. 1In contrast, TFRC s nofeedback timer is only used to
reduce the allowed sending rate, not to trigger the sending of a new
packet. As a result, there is no danger to the network for the
initial value of TFRC s nofeedback timer to be snmaller than the
reconmended initial value for TCP' s retransmit timer

Further, when the nofeedback tinmer has not yet expired, TFRC has a
nmore slowy respondi ng congestion control nechani smthan TCP, and
TFRC s use of the receive rate for limting the sending rate is
sonewhat | ess precise than TCP s use of wi ndows and ack-cl ocking, so
t he nofeedback tiner is a particularly inportant safety nmechanism for
TFRC. For all of these reasons, it is perfectly reasonable for
TFRC s nof eedback tiner to have a snmaller initial value than that of
TCP's retransmt timer.
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Appendi x C. Response to Idle or Data-Limted Periods

Future work could explore alternate responses to using the receive
rate during a data-linited period, and to responding to a | oss event
during a data-limted period.

In particular, an Experinental RFC [ RFC2861] specifies Congestion

W ndow Val idation (CW) for TCP. For this discussion, we use the
term"Standard TCP" to refer to the TCP congestion control mechani sns
in [ RFC2581] and [ RFC2581bis]. [RFC2861] specifies a different
response to idle or data-limted periods than those of Standard TCP
Wth CW, the TCP sender hal ves the congestion wi ndow after each RTO
during an idle period, down to the initial window Sinilarly, with
CW/ the TCP sender hal ves the congestion wi ndow hal f-way down to the
flight size after each RTO during a data-linited peri od.

Thi s docunent already specifies a TFRC response to idle periods that
is simlar to that of TCP with Congesti on W ndow Val i dati on

However, this docunment does not specify a TFRC response to data-
l[imted periods simlar to that of CW. Adding such a mechanismto
TFRC woul d require a one-line change to step (4) of Section 4.3. In
particular, the sender’s response to a feedback packet could be
changed from

If (the entire interval covered by the feedback packet
was a data-limted interval) {
If (the feedback packet reports a new | oss event or an
increase in the loss event rate p) {
Hal ve entries in X recv_set;
X recv = 0.85 * X recv;
Maxi m ze X recv_set();
recv_limt = max (X _recv_set);
} Else {
Maxi m ze X recv_set();
recv_limt =2 * max (X_recv_set);
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to:
If (the entire interval covered by the feedback packet
was a data-limted interval) {
Miultiply old entries in X recv_set by 0. 85;
If (the feedback packet reports a new | oss event or an
increase in the loss event rate p) {
Mul tiply new value X recv by 0. 85.

}
Maxi m ze X recv_set();
recv_limt =2 * max (X_recv_set);

}

In particular, if the receive rate frombefore a data-limted period
is saved in X recv_set, then the change in step (4) above would
multiply that receive rate by 0.85 each tinme that a feedback packet
is received and the above code is executed. As a result, after four
successive round-trip tines of data-limted intervals, the receive
rate frombefore the data-linmited period would be reduced by 0.85"4 =
0.52. Thus, this one-line change to step (4) of Section 4.3 would
result in the allowed sending rate being halved for each four
roundtrip times in which the sender was data-limted. Because of the
nature of X recv_set, this nmechani smwould never reduce the all owed
sending rate bel ow twi ce the npbst recent receive rate.

W note that in the suggested code above, with CA-style behavior in
response to data-limted intervals, we keep

recv_limt =2 * max (X_recv_set);
i nstead of using

recv_limt = max (X _recv_set);
followng loss events in data-limted intervals. This rel axed
response to a loss event is allowd because the CW-styl e behavi or
itself limts rapid fluctuations in the sending rate during data-
limted periods.

C.1. Long Idle or Data-Limted Periods

Table 1 summari zes the response of Standard TCP [ RFC2581], TCP with
Congestion Wndow Validation [ RFC2861], Standard TFRC [ RFC3448], and
Revi sed TFRC (this docunent) in response to long idle or data-linited

periods. For the purposes of this section, we define a |long period
as a period of at |east an RTO
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Pr ot ocol Long idl e periods Long data-limted periods

St andard TCP: W ndow -> initial. W ndow i ncreases for
each cwnd of dat a.

TCP wi th CAV: Hal ve wi ndow Reduce wi ndow hal f way
(not below initial cwnd). to used wi ndow.

St andard TFRC. Hal ve rate Rate limted to
(not below 2 pkts/rtt). twice receive rate.

One RTT after sending pkt,
rate is limted by X recv.

Revi sed TFRC: Hal ve rate Rate limted to tw ce
(not belowinitial rate). max (current X recv,

receive rate before

data-limted period).

Table 1: Response to Long Idle or Data-Linited Periods

Standard TCP after long idle periods: For Standard TCP, [RFC2581]
specifies that TCP SHOULD set the congestion wi ndow to no nore than
the initial window after an idle period of at |east an RTO. (To be
preci se, RFC 2581 specifies that the TCP sender should set cwnd to
the initial window if the sender has not sent data in an interval
exceedi ng the retransm ssion tineout.)

Standard TCP after long data-limted periods: Standard TCP [ RFC2581]
does not reduce TCP' s congestion wi ndow after a data-limted period,
when the congestion windowis not fully used. Standard TCP in

[ RFC2581] uses the FlightSize, the anmount of outstanding data in the
network, only in setting the slowstart threshold after a retransmt
timeout. Standard TCP is not limted by TCP s ack-cl ocki ng mechani sm
during a data-limted period.

Standard TCP's | ax response to a data-linited period is quite
different fromits stringent response to an idle period.

TCP with Congestion Wndow Validation (CW) after long idle periods:
As an experinmental alternative, [RFC2861] specifies a nore noderate
response to an idle period than that of Standard TCP, where during an
idle period the TCP sender halves cwnd after each RTO, down to the
initial cwnd.

TCP wi th Congestion Wndow Validation after long data-limted
periods: As an experinental alternative, [RFC2861] specifies a nore
stringent response to a data-limted period than that of Standard
TCP, where after each RTO seconds of a data-linited period, the
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congestion window is reduced half way down to the wi ndow that is
actual Iy used.

The response of TCP with CW to an idle periodis sinmlar to its
response to a data-linmted period. TCP with CW is less restrictive
than Standard TCP in response to an idle period, and nore restrictive
than Standard TCP in response to a data-limted period.

Standard TFRC after long idle periods: For Standard TFRC, [RFC3448]
specifies that the allowed sending rate is halved after each RTO
seconds of an idle period. The allowed sending rate is not reduced
bel ow two packets per RTT after idle periods. After an idle period,
the first feedback packet received reports a receive rate of one
packet per round-trip tinme, and this receive rate is used to limt
the sending rate. Standard TFRC effectively slowstarts up fromthis
al | oned sending rate.

Standard TFRC after long data-linited periods: [RFC3448] does not

di stingui sh between data-limted and non-data-limted periods. As a
consequence, the allowed sending rate is limted to at nobst tw ce the
receive rate during and after a data-limted period. This is a very
restrictive response, nore restrictive than that of either Standard
TCP or of TCP with CW

Revi sed TFRC after long idle periods: For Revised TFRC, this document
specifies that the allowed sending rate is halved after each RTO
seconds of an idle period. The allowed sending rate is not reduced
below the initial sending rate as the result of an idle period. The
first feedback packet received after the idle period reports a
receive rate of one packet per round-trip tine. However, the Revised
TFRC sender does not use this receive rate for limting the sending
rate. Thus, Revised TFRC differs from Standard TFRC i n the | ower
limt used in the reduction of the sending rate, and in the better
response to the first feedback packet received after the idle period.

Revi sed TFRC after long data-limted periods: For Revised TFRC, this
docunent di stingui shes between data-linited and non-data-linited
periods. As specified in Section 4.3, during a data-limted period
Revi sed TFRC renenbers the receive rate before the data-limted

peri od began, and does not reduce the allowed sending rate bel ow
twice that receive rate. This is sonewhat simlar to the response of
Standard TCP, and is quite different fromthe very restrictive
response of Standard TFRC to a data-linited period. However, the
response of Revised TFRC is not as conservative as the response of
TCP wi th Congestion Wndow Validation, where the congestion wi ndow is
gradual | y reduced down to the wi ndow actually used during a data-
limted period.
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W note that for current TCP inplenmentations, the congestion w ndow
is generally not increased during a data-linmited period (when the
current congestion wi ndowis not being fully used) [ MAFO5] (Section
5.7). We note that there is no mechani sm conparable to this in

Revi sed TFRC

Recovery after idle or data-limted periods: Wien TCP reduces the
congestion wi ndow after an idle or data-utilized period, TCP can set
the slowstart threshold, ssthresh, to allow the TCP sender to sl ow
start back up towards its old sending rate when the idle or data-
limted period is over. However, in TFRC, even when the TFRC
sender’s sending rate is restricted by twi ce the previous receive
rate, this results in the sender being able to double the sending
rate fromone round-trip tine to the next, if pernmtted by the

t hr oughput equation. Thus, TFRC does not need a nmechani sm such as
TCP's setting of ssthresh to allow a slowstart after an idle or
data-limted period.

For future work, one avenue to explore would be the addition of
Congestion Wndow Val i dati on nechani sns for TFRC s response to data-
limted periods. Currently, follow ng Standard TCP, during data-
limted periods Revised TFRC does not limt its allowed sending rate
as a function of the receive rate.

C.2. Short Idle or Data-Limted Periods

Table 2 summari zes the response of Standard TCP [ RFC2581], TCP with
Congestion Wndow Validation [ RFC2861], Standard TFRC [ RFC3448], and
Revi sed TFRC (this docunent) in response to short idle or data-
limted periods. For the purposes of this section, we define a short
period as a period of |less than an RTT.

Pr ot ocol Short idle periods Short data-limted periods
St andard TCP: Send a burst up to cwnd. Send a burst up to cwnd.
TCP wi th CA: Send a burst up to cwnd. Send a burst up to cwnd.
St andard TFRC: ? ?

Revi sed TFRC: Send a bur st Send a bur st
(up to an RTT of (up to an RTT of
unused send credits). unused send credits).

Tabl e 2: Response to Short Idle or Data-Limted Periods

Table 2 shows that Revised TFRC has a simlar response to that of
Standard TCP and of TCP with CW to a short idle or data-limted
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period. For a short idle or data-linmted period, TCP is linited only
by the size of the unused congestion wi ndow, and Revised TFRC is
limted only by the nunmber of unused send credits (up to an RTT' s
worth). For Standard TFRC, [RFC3448] did not explicitly specify the
behavi or with respect to unused send credits.

C.3. WModerate Idle or Data-Limted Peri ods

Tabl e 3 summari zes the response of Standard TCP [ RFC2581], TCP with
Congestion Wndow Validation [ RFC2861], Standard TFRC [ RFC3448], and
Revi sed TFRC (this docunent) in response to noderate idle or data-
limted periods. For the purposes of this section, we define a
noderate period as a period greater than an RTT, but less than an
RTO.

Pr ot ocol Moderate idle periods Mderate data-linited periods
St andard TCP: Send a burst up to cwnd. Send a burst up to cwnd.
TCP with CW/: Send a burst up to cwnd. Send a burst up to cwnd.
St andard TFRC: ? Limted by X recv.
Revi sed TFRC: Send a bur st Send a bur st

(up to an RTT of (up to an RTT of
unused send credits). unused send credits).

Tabl e 3: Response to Mdderate Idle or Data-Linited Periods

Tabl e 3 shows that Revised TFRC has a simlar response to that of
Standard TCP and of TCP with CW to a noderate idle or data-limted
period. For a nmpderate idle or data-limted period, TCPis limted
only by the size of the unused congestion wi ndow. For a noderate
idle period, Revised TFRCis limted only by the nunber of unused
send credits (up to an RTT's worth). For a noderate data-limted
period, Standard TFRC would be limted by X recv fromthe nost recent
f eedback packet. In contrast, Revised TFRCis not limted by the
receive rate fromdata-linited periods that cover an entire feedback
period of a round-trip tine. For Standard TFRC, [RFC3448] did not
explicitly specify the behavior with respect to unused send credits.
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C. 4.

Fl o

Losses During Data-Limted Periods

This section discusses the response to a loss during a data-limted
peri od.

Pr ot ocol Response to a loss during a data-limted period

St andard TCP: Set ssthresh, cwnd to FlightSize/?2.
TCP with CW/: Sane as Standard TCP
Standard TFRC. Cal culate X Bps, send at nost 2*X recv.

Revi sed TFRC: Cal cul ate X Bps, send at nobst recv_limt.
In addition, nodify X recv_set.

Tabl e 4: Response to a Loss during a Data-Linited Period

In TCP [ RFC2581], the response to a loss during a data-linmted period
is the same as the response to a loss at any other tinme in TCP. This
response is to set the congestion windowto half of the FlightSize,
where the FlightSize is the actual amount of unacknow edged dat a.
Thus, after a loss during a data-linited period, the TCP sender nust
halve its allowed sending rate, as it normally does in response to a
| 0ss.

In Standard TFRC, the response to a loss during a data-limted period
is also the sane as the response to a |loss at any other tinme in
Standard TFRC. The sending rate is limted by X Bps, fromthe

t hr oughput equation, and the sending rate is also limted by tw ce

X recv, the nost recent receive rate. As a result, after aloss in a
data-limted period, the sender can at nost double its sending rate
to twice X recv, even if the throughput equation X Bps would allow a
sendi ng rate nuch higher than that.

In Revised TFRC, there have been changes to the use of the receive
rate X recv during data-limted intervals; the sender is limted to
sending at nost recv_limt, where the sender can renenber the receive
rate X _recv fromjust before the data-linmted period. This allows
the sender to nore than double its sending rate during data-limted
periods, up to the receive rate frombefore the data-limted period
(if allowed by the throughput equation as given in X Bps). This is
simlar to Standard TCP's practice of not reducing the w ndow during
data-limted periods (in the absence of |o0ss).

As with Standard TFRC, during a data-linited period the Revised TFRC

sender is sending less than is allowed by the throughput equation
X Bps. After the loss event, the sender still mght not want to be
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sendi ng as nmuch as allowed by the recal cul ated val ue of X Bps that
takes into account the new | oss event. Revised TFRC adds an
addi ti onal mechanismto gradually linmit the sender’s sending rate
after | osses during data-linmted periods. Unlike TCP' s response of
setting cwnd to half the FlightSize, this additional mechanismin
Revi sed TFRC uses TFRC s practice of using slow y-respondi ng changes
for both increases and decreases in the allowed sending rate.

This is done in Revised TFRC (in step (4) of Section 4.3) by
decreasing the entry in X recv_set after a loss in a data-limted
interval, and by allowi ng the sender to send at npbst nax
(X_recv_set), instead of at nost twice max (X recv_set), in the

i medi ate round-trip tinme followi ng the reported | oss. Thus, the
"price’ for allowing the sender to send nore than tw ce the nost

i medi ately reported value of X recv during a data-limted interval
is the introduction of an additional mechanismto reduce this allowed
sending rate following | osses in data-linited periods.

In TFRC s response to a loss in a data-limted interval, we have
consi dered the foll ow ng exanpl es.

Exanpl e 1, Losses *after* a Data-Limted Period: This exanple shows
that | osses after a data-linmited period has ended are addressed by
t he t hroughput equation X Bps.

Stage 1: Not data-limted.
Sendi ng 100 packets per round-trip tinme (PPR).
Stage 2: Data-limted, sending 10 PPR
Stage 3: Not data-limted.
Sendi ng 100 PPR again, as allowed by X Bps.
A packet loss in the first RTT of Stage 3.
X Bps is updated,
Response of Revised TFRC. a slight reduction in the all owed sending
rate, depending on the nunber of packets since the |ast |oss event.

Table 5: Exanple 1, Losses after a Data-Linited Period

For exanmple 1, when there is a packet loss in the first RTT of Stage

3, this will be reflected in a nodified value of X Bps, and future
| oss events would result in future reductions of the throughput
equation X Bps. In particular, following TFRC s standard use of the

t hroughput equati on [ FHPWIO] (Section A 2), the allowed TFRC sendi ng
rate woul d be halved after sonething |ike five successive round-trip
times with | oss.

Fl oyd, et al. St andar ds Track [ Page 51]



RFC 5348 TFRC. Protocol Specification Sept ember 2008

Exanple 2, a MIdly Data-Limted Sender: This exanple considers
|l osses in a data-linmted period when, during the data-limted period,
the sender is sending *alnost* as nmuch as it is allowed to send.

Stage 1: Not data-limted. Sending 100 PPR
Stage 2: Data-limted, sending 99 PPR
A packet loss in Stage 2.
Response of Revised TFRC. a slight reduction in the all owed sending
rate, down to 85 PPR or |ess, depending on the nunber of packets
since the last |oss event.

Table 6: Exanple 2, a MIdly Data-Linited Sender

Consi der a Revised TFRC connection where the sender has been sending
a hundred PPR and then enters a data-limted period of sending only
99 PPR because of data limtations fromthe application. (That is,
at every instance of time during the data-linmted period, the sender
coul d have sent one nore packet.) |If there are |osses in the data-
limted period, the allowed sending rate is reduced to nin(X Bps,
recv_limt), where both the throughput equation X Bps and the limt
recv_limt force a slight reduction in the allowed sending rate.

Exanpl e 3, a Single Packet Loss during a Data-Limted Period. This
exanpl e considers the loss of a single packet during a data-limted
period, after the sender has not sent a packet for two RTTs.

Stage 1: Not data-limted. Sending 100 PPR

Stage 2: Data-limted, sending 10 PPR

Stage 3: Data-limted, sending no data for two RTTs.

Stage 4. Data-limted, sending one packet, which is ECN marked.

Response of Revised TFRC. a reduction in the allowed sending
rate, down to 50 PPR or |less. For each |oss event during
the data-limted period, the 'renmenbered’” X recv from before
the data-limted period is effectively hal ved.

Table 7: Exanple 3, a Single Packet Loss

Consi der a Revised TFRC connection where the sender has been sending
a hundred PPR, and then enters a data-linmted period of sending only
ten PPR, and then does not send any packets for two RTTs, and then
sends a single packet, which is ECN-marked. In this case, with

Revi sed TFRC, for each |oss event during the data-limted period, the
sender halves its 'remenbered’ X recv frombefore the data-linmted
peri od
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Exanpl e 4, Losses after Increasing the Sending Rate during a Data-
Limited Period. This exanple considers |osses when the sender
significantly increases its sending rate during a data-limted
peri od.

Stage 1: Not data-limted. Sending 100 PPR
Stage 2: Data-limted, sending 1 PPR
Stage 3: Data-limted, sending 20 PPR
Several packets are lost in each RTT of Stage 3.
During Stage 3, the sender would *like* to send 20 PPR
Response of Revised TFRC. For each |oss event during
the data-limted period, the 'remenbered’ X recv from before
the data-limted period is effectively halved, and the nost
recent X recv is reduced by 0. 85.

Table 8: Exanple 4, Losses after Increasing the Sending Rate

Consi der a Revised TFRC connection where the sender has been sendi ng
a hundred PPR, and then enters a data-limted period of sending only

one PPR, and then, while still data-limted, increases its sending
rate to twenty PPR, where it experiences a nunmber of successive | oss
event s.

In this case, with Revised TFRC, for each |l oss event during the
data-limted period, the sender halves its 'remenbered’ X recv from
before the data-limted period, and the nbst recent X recv is reduced
by 0. 85.

C.5. Oher Patterns

O her possible patterns to consider in evaluating Revised TFRC woul d
be to conpare the behavior of TCP, Standard TFRC, and Revi sed TFRC
for connections with alternating busy and idle periods, alternating
idle and data-limted periods, or with idle or data-limted periods
during slowstart.

C. 6. Evaluating TFRC s Response to Idle Periods

In this section we focus on evaluating Revised TFRC s response to
idle or data-linmted periods.

One drawback to Standard TFRC s strict response to idle or data-
limted periods is that it could be seen as encouragi ng applications
to pad their sending rate during idle or data-limted periods, by
sendi ng dummy data when there was no other data to send. Because
Revi sed TFRC has a | ess strict response to data-linmited periods than
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that of Standard TFRC, Revised TFRC al so coul d be seen as giving
applications less of an incentive to pad their sending rates during
data-limted periods. Wrk in progress, such as Faster Restart

[ KFSO7], can al so decrease an application’s incentive to pad its
sending rate, by allowing faster start-up after idle periods.

Further research would be useful to understand, in nore detail, the
i nteraction between TCP or TFRC s congestion control nechanisns, and
an application’s incentive to pad its sending rate during idle or
data-limted periods.

TCP Congesti on W ndow Val i dation, described in Appendix C 1 above, is
an Experinmental standard specifying that the TCP sender slowy
reduces the congestion wi ndow during an idle or data-linited period

[ RFC2861] . While TFRC and Revised TFRC s responses to idle periods
are roughly sinmilar to those of TCP with Congesti on W ndow

Val i dation, Revised TFRC s response to data-limted periods is |ess
conservative than those of TCP with Congesti on Wndow Validation (and
Standard TFRC s response to data-limted periods was considerably
*nore* conservative than those of Congesti on W ndow Validation).
Future work coul d include nodifications to this docunent so that the
response of Revised TFRC to a data-limted period includes a sl ow
reduction of the allowed sending rate; Section C specifies a possible
mechanismfor this. Such a nodification would be particularly
conmpelling if Congestion W ndow Validation becanme a Proposed Standard
in the | ETF for TCP
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