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Status of This Meno

Thi s docunment specifies an Internet standards track protocol for the
Internet conmunity, and requests di scussion and suggestions for

i nprovenents. Please refer to the current edition of the "Internet
O ficial Protocol Standards" (STD 1) for the standardization state
and status of this protocol. Distribution of this meno is unlimnited.

Abstract

Thi s docunent defines a Renote Direct Menory Access Protocol (RDVAP)
that operates over the Direct Data Pl acenent Protocol (DDP protocol).
RDVAP provides read and wite services directly to applications and
enabl es data to be transferred directly into Upper Layer Protocol
(ULP) Buffers without internedi ate data copies. It also enables a
kernel bypass inplenentation.
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1.

1.

| nt roducti on

Today, conmunications over TCP/IP typically require copy operations,
whi ch add | atency and consune significant CPU and menory resources.
The Renote Direct Menory Access Protocol (RDMAP) enabl es renoval of
data copy operations and enabl es reduction in |atencies by allow ng a
| ocal application to read or wite data on a renote conputer’s nenory
with mninmal denands on nmenory bus bandw dth and CPU processing

over head, while preserving nmenory protection semantics.

RDVAP is | ayered on top of Direct Data Placenent (DDP) and uses the
two buffer nodels available fromDDP. DDP-related termnology is
di scussed in Section 2.3. As RDVAP builds on DDP, the reader is
advi sed to becone famliar with [ DDP].

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMVENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in RFC 2119 [ RFC2119].

Architectural Goal s

RDVAP has been designed with the follow ng high-level architectura
goal s:

* Provide a data transfer operation that allows a Local Peer to
transfer up to 2232 - 1 octets directly into a previously
Advertised Buffer (i.e., Tagged Buffer) located at a Renpte Peer
wi thout requiring a copy operation. This is referred to as the
RDMA Wite data transfer operation.

* Provide a data transfer operation that allows a Local Peer to
retrieve up to 2732 - 1 octets directly froma previously
Advertised Buffer (i.e., Tagged Buffer) located at a Renote Peer
wi thout requiring a copy operation. This is referred to as the
RDMA Read data transfer operation

* Provide a data transfer operation that allows a Local Peer to send
up to 2232 - 1 octets directly into a buffer |Iocated at a Renpte
Peer that has not been explicitly Advertised. This is referred to
as the Send (Send with Invalidate, Send with Solicited Event, and
Send with Solicited Event and Invalidate) data transfer operation.

* Enable the I ocal ULP to use the Send Operation Type (includes
Send, Send with Invalidate, Send with Solicited Event, and Send
with Solicited Event and Invalidate) to signal to the rempte ULP
the Conpletion of all previous Messages initiated by the |ocal
ULP.
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1.2

Provide for all operations on a single RDMAP Streamto be reliably

transnmitted in the order that they were subnitted.

Provi de RDVAP capabilities independently for each Stream when the
LLP supports multiple data Streans within an LLP connecti on.

Pr ot ocol Overvi ew

RDVAP provi des seven data transfer operations. Except for the RDVA
Read operation, each operation generates exactly one RDVA Message.

Fol

lowing is a brief overview of the RDMA Operations and RDVA

Messages:

1.

Reci o,

Send - A Send operation uses a Send Message to transfer data from
the Data Source into a buffer that has not been explicitly
Advertised by the Data Sink. The Send Message uses the DDP

Unt agged Buffer Model to transfer the ULP Message into the Data
Sink’ s Untagged Buffer.

Send with Invalidate - A Send with Invalidate operation uses a
Send with Invalidate Message to transfer data fromthe Data
Source into a buffer that has not been explicitly Advertised by
the Data Sink. The Send with Invalidate Message includes all
functionality of the Send Message, with one addition: an STag
field is included in the Send with Invalidate Message. After the
nmessage has been Placed and Delivered at the Data Sink, the
Renote Peer’s buffer identified by the STag can no | onger be
accessed remotely until the Renpte Peer’s ULP re-enabl es access
and Advertises the buffer.

Send with Solicited Event (Send with SE) - A Send with Solicited
Event operation uses a Send with Solicited Event Message to
transfer data fromthe Data Source into an Untagged Buffer at the
Data Sink. The Send with Solicited Event Message is simlar to
the Send Message, with one addition: when the Send with Solicited
Event Message has been Placed and Delivered, an Event may be
generated at the recipient, if the recipient is configured to
generate such an Event.

Send with Solicited Event and Invalidate (Send with SE and
Invalidate) - A Send with Solicited Event and Invalidate
operation uses a Send with Solicited Event and Invalidate Message
to transfer data fromthe Data Source into a buffer that has not
been explicitly Advertised by the Data Sink. The Send with
Solicited Event and Invalidate Message is simlar to the Send
with I nvalidate Message, with one addition: when the Send with
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Reci o,

Solicited Event and I|nvalidate Message has been Placed and
Del i vered, an Event may be generated at the recipient, if the
recipient is configured to generate such an Event.

Renote Direct Menory Access Wite - An RDVA Wite operation uses
an RDVA Wite Message to transfer data fromthe Data Source to a
previously Advertised Buffer at the Data Sink.

The ULP at the Renpte Peer, which in this case is the Data Sink,
enabl es the Data Sink Tagged Buffer for access and Advertises the
buffer’s size (length), location (Tagged Ofset), and Steering
Tag (STag) to the Data Source through a ULP-specific mechani sm
The ULP at the Local Peer, which in this case is the Data Source,
initiates the RDVA Wite operation. The RDVA Wite Message uses
the DDP Tagged Buffer Model to transfer the ULP Message into the
Data Sink’'s Tagged Buffer. Note: the STag associated with the
Tagged Buffer remains valid until the ULP at the Renpte Peer
invalidates it or the ULP at the Local Peer invalidates it
through a Send with Invalidate or Send with Solicited Event and

I nval i dat e.

Renote Direct Menory Access Read - The RDVA Read operation
transfers data to a Tagged Buffer at the Local Peer, which in
this case is the Data Sink, froma Tagged Buffer at the Renpte
Peer, which in this case is the Data Source. The ULP at the Data
Source enabl es the Data Source Tagged Buffer for access and
Advertises the buffer’s size (length), location (Tagged O fset),
and Steering Tag (STag) to the Data Sink through a ULP-specific
mechanism The ULP at the Data Sink enables the Data Sink Tagged
Buf fer for access and initiates the RDVA Read operation. The
RDVA Read operation consists of a single RDMA Read Request
Message and a single RDMA Read Response Message, and the latter
may be segnented into nultiple DDP Segnents.

The RDVA Read Request Message uses the DDP Untagged Buffer Model

to Deliver the STag, starting Tagged O fset, and length for both
the Data Source and Data Sink Tagged Buffers to the Renpte Peer’s
RDVA Read Request Queue.

The RDVA Read Response Message uses the DDP Tagged Buffer Model
to Deliver the Data Source’s Tagged Buffer to the Data Sink,
wi t hout any invol venrent fromthe ULP at the Data Source.

Note: the Data Source STag associated with the Tagged Buffer

remains valid until the ULP at the Data Source invalidates it or
the ULP at the Data Sink invalidates it through a Send with
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Invalidate or Send with Solicited Event and |Invalidate. The Data
Sink STag associated with the Tagged Buffer remains valid until
the ULP at the Data Sink invalidates it.

7. Terminate - A Terninate operation uses a Term nate Message to
transfer to the Renpte Peer information associated with an error
that occurred at the Local Peer. The Term nate Message uses the
DDP Unt agged Buffer Mdel to transfer the Message into the Data
Sink’ s Untagged Buffer.

1.3. RDMAP Layering

RDVAP i s dependent on DDP, subject to the requirenents defined in
Section 3.1, "Transport Requirenents and Assunptions". Figure 1,
"RDMAP Layering", depicts the relationship between Upper Layer
Protocols (ULPs), RDMAP, DDP protocol, the fram ng |ayer, and the
transport. For LLP protocol definitions of each LLP, see [ MPA],
[ TCP], and [ SCTP].
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Figure 1: RDVAP Layering

If RDVAP is | ayered over DDP/ MPA/ TCP, then the respective headers and

ULP Payl coad are arranged as follows (Note: For clarity, MPA header
and CRC fields are included but MPA markers are not shown):
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0 1 2 3
01234567890123456789012345678901
T S T T S e T S T S S S il A SH S SIS

| |
[/ TCP Header /]

T S T T s T T o S T o s st s U S S Y I o S S
| MPA Header |
T S S T i sk ST Y S S
[/ DDP Header
B i o S o s S T il s ol U S S ST S ST T
[/ RDVA Header

T T T S i S S S S e T i T S S

~

-
—_——— —— y—

/ ULP Payl oad I
/ (shown with no pad bytes) I
/ /1

B T T T S S T T S il A S S S S S A
MPA CRC |
B T T T S S T T S il A S S S S S A

I
/
/
/
I
+
I
+

Fi gure 2: Exanple of MPA, DDP, and RDVAP Header Alignment over TCP
2. dossary
2.1. GCeneral

Advertisement (Advertised, Advertise, Advertisenents, Advertises) -
the act of informng a Renote Peer that a | ocal RDVA Buffer is
available to it. A Node nakes avail able an RDVA Buffer for
i nconing RDMA Read or RDVA Wite access by informng its RDMA DDP
peer of the Tagged Buffer identifiers (STag, base address, and
buffer length). This Advertisenent of Tagged Buffer information
is not defined by RDMN DDP and is left to the ULP. A typical
nmet hod woul d be for the Local Peer to enbed the Tagged Buffer’s
Steering Tag, base address, and length in a Send Message desti ned
for the Renote Peer.

Conpletion - Refer to "RDVA Conpl etion"” in Section 2.4.
Conpl eted - See "RDMA Conpletion" in Section 2.4,

Conpl ete - See "RDMA Conpletion" in Section 2.4.
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Conpl etes - See "RDMA Conpletion" in Section 2.4,

Data Sink - The peer receiving a data payload. Note that the Data
Sink can be required to both send and recei ve RDMA DDP Messages
to transfer a data payl oad.

Data Source - The peer sending a data payload. Note that the Data
Source can be required to both send and recei ve RDMAN DDP Messages
to transfer a data payl oad.

Data Delivery (Delivery, Delivered, Delivers) - Delivery is defined
as the process of informng the ULP or consuner that a particul ar
Message is available for use. This is specifically different
from"Placement”, which may generally occur in any order, while
the order of "Delivery" is strictly defined. See "Data
Pl acement™ in Section 2.3.

Delivery - See Data Delivery in Section 2.1.
Delivered - See Data Delivery in Section 2.1.
Delivers - See Data Delivery in Section 2.1.

Fabric - The collection of |inks, switches, and routers that connect
a set of Nodes with RDVA DDP protocol inplenentations.

Fence (Fenced, Fences) - To block the current RDMA Operation from
executing until prior RDMA Qperations have Conpl eted.

i WARP - A suite of wire protocols conprised of RDVAP, DDP, and MPA.
The i WARP protocol suite may be | ayered above TCP, SCTP, or other
transport protocols.

Local Peer - The RDMA DDP protocol inplenentation on the |ocal end of
the connection. Used to refer to the local entity when
descri bing a protocol exchange or other interaction between two
Nodes.

Node - A conputing device attached to one or nore links of a Fabric
(network). A Node in this context does not refer to a specific
application or protocol instantiation running on the conputer. A
Node may consist of one or nore RNICs installed in a host
conput er.

Pl acenment - See "Data Pl acenent” in Section 2.3.

Pl aced - See "Data Pl acenent" in Section 2. 3.
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Pl aces - See "Data Pl acenent" in Section 2.3.

Renote Peer - The RDMA/ DDP protocol inplenmentation on the opposite
end of the connection. Used to refer to the renote entity when
descri bing protocol exchanges or other interactions between two
Nodes.

RNIC - RDVA Network Interface Controller. 1In this context, this
woul d be a network I/O adapter or enbedded controller with i WARP
and Verbs functionality.

RNIC Interface (RI) - The presentation of the RNIC to the Verbs
Consurner as i npl enented through the conbination of the RNIC and
the RNIC dri ver.

Ternmination - See "RDVAP Abortive Ternination" in Section 2.4.
Terninated - See "RDVAP Abortive Term nation" in Section 2.4.
Ternminate - See "RDVAP Abortive Termination" in Section 2. 4.
Terni nates - See "RDVAP Abortive Term nation" in Section 2.4.

ULP - Upper Layer Protocol. The protocol |ayer above the one
currently being referenced. The ULP for RDMA DDP is expected to
be an OGS, Application, adaptation |ayer, or proprietary device.
The RDMA/ DDP docunents do not specify a ULP -- they provide a set
of semantics that allow a ULP to be designed to utilize RDWVA DDP.

ULP Payl oad - The ULP data that is contained within a single protocol
segnent or packet (e.g., a DDP Segnent).

Verbs - An abstract description of the functionality of an RNIC
Interface. The OS may expose sone or all of this functionality
via one or nore APIs to applications. The OS will also use sone
of the functionality to manage the RNIC Interface.

2.2. LLP
LLP - Lower Layer Protocol. The protocol |ayer beneath the protocol
| ayer currently being referenced. For exanple, for DDP, the LLP
is SCTP, MPA, or other transport protocols. For RDMA, the LLP is

DDP.

LLP Connection - Corresponds to an LLP transport-|evel connection
bet ween the peer LLP layers on two Nodes.
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LLP Stream - Corresponds to a single LLP transport-Ilevel Stream
bet ween the peer LLP layers on two Nodes. One or nore LLP
Streanms nay nap to a single transport-Ilevel LLP connection. For
transport protocols that support multiple Streans per connection
(e.g., SCTP), an LLP Stream corresponds to one transport-|evel
St ream

MULPDU - Maxi nrum ULPDU. The current maxi mum size of the record that
is acceptable for DDP to pass to the LLP for transm ssion.

ULPDU - Upper Layer Protocol Data Unit. The data record defined by
the |l ayer above MPA.

2.3. Direct Data Pl acenment (DDP)

Data Pl acenent (Placenent, Placed, Places) - For DDP, this termis
specifically used to indicate the process of witing to a data
buffer by a DDP inplenmentation. DDP Segnents carry Pl acenent
i nformation, which nmay be used by the receiving DDP
i npl ementation to perform Data Placenent of the DDP Segment ULP
Payl oad. See "Data Delivery".

DDP Abortive Teardown - The act of closing a DDP Stream wi t hout
attenpting to Conplete in-progress and pendi ng DDP Messages.

DDP Graceful Teardown - The act of closing a DDP Stream such that al
i n-progress and pendi ng DDP Messages are allowed to Conplete
successful ly.

DDP Control Field - A fixed 16-bit field in the DDP Header. The DDP
Control Field contains an 8-bit field whose contents are reserved
for use by the ULP

DDP Header - The header present in all DDP segnents. The DDP Header
contains control and Pl acenent fields that are used to define the
final Placenent |ocation for the ULP Payload carried in a DDP
Segnent .

DDP Message - A ULP-defined unit of data interchange, which is
subdi vided into one or nore DDP segnents. This segnentation may
occur for a variety of reasons, including segnentation to respect
t he maxi mum segnent size of the underlying transport protocol

DDP Segment - The snallest unit of data transfer for the DDP
protocol. It includes a DDP Header and ULP Payl oad (if present).
A DDP Segnment should be sized to fit within the underlying
transport protocol MJLPDU
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DDP Stream - A sequence of DDP Messages whose ordering is defined by
the LLP. For SCTP, a DDP Stream maps directly to an SCTP Stream
For MPA, a DDP Stream maps directly to a TCP connection, and a
single DDP Streamis supported. Note that DDP has no ordering
guar ant ees between DDP Streans.

Direct Data Placenent - A nmechani sm whereby ULP data contai ned within
DDP Segnments nay be Placed directly into its final destination in
menory without processing of the ULP. This nay occur even when
the DDP Segnents arrive out of order. Qut-of-order Placenent
support may require the Data Sink to inplenment the LLP and DDP as
one functional bl ock.

Direct Data Placenent Protocol (DDP) - Also, a wire protocol that
supports Direct Data Pl acenment by associating explicit menory
buffer placenent information with the LLP payl oad units.

Message OFfset (MO - For the DDP Untagged Buffer Model, specifies
the offset, in bytes, fromthe start of a DDP Message.

Message Sequence Nunber (MSN) - For the DDP Untagged Buffer Model,
speci fi es a sequence nunber that is increasing with each DDP
Message.

Queue Nunmber (QN) - For the DDP Untagged Buffer Mdel, identifies a
destination Data Sink queue for a DDP Segnent.

Steering Tag - An identifier of a Tagged Buffer on a Node, valid as
defined within a protocol specification.

STag - Steering Tag

Tagged Buffer - A buffer that is explicitly Advertised to the Renote
Peer through exchange of an STag, Tagged O fset, and | ength.

Tagged Buffer Model - A DDP data transfer nodel used to transfer
Tagged Buffers fromthe Local Peer to the Renote Peer.

Tagged DDP Message - A DDP Message that targets a Tagged Buffer.
Tagged O fset (TO - The offset within a Tagged Buffer on a Node.

Unt agged Buffer - A buffer that is not explicitly Advertised to the
Renote Peer. Untagged Buffers support one of the two avail able
data transfer nechanisns called the Untagged Buffer Mdel. An
Unt agged Buffer is used to send asynchronous control nessages to
the Renote Peer for RDMA Read, Send, and Terminate requests.

Unt agged Buffers handl e Unt agged DDP Messages.
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Unt agged Buffer Mbdel - A DDP data transfer nodel used to transfer
Unt agged Buffers fromthe Local Peer to the Renote Peer.

Unt agged DDP Message - A DDP Message that targets an Untagged Buffer.
2.4. Renote Direct Menory Access (RDVR)

Conpl etion Queues (CQ) - Logical conponents of the RNIC Interface
that conceptually represent how an RNIC notifies the ULP about
the conpletion of the transm ssion of data, or the conpletion of
the reception of data; see [ RDMASEC] .

Event - An indication provided by the RDVAP |layer to the ULP to
i ndicate a Conpletion or other condition requiring i mediate
attenti on.

I nval i date STag - A nmechanismused to prevent the Renote Peer from
reusing a previous explicitly Advertised STag, until the Local
Peer makes it available through a subsequent explicit
Advertisenment. The STag cannot be accessed renotely until it is
explicitly Advertised again.

RDVA Conmpl etion (Conpl etion, Conpleted, Conplete, Conpletes) - For
RDVA, Conpletion is defined as the process of inforning the ULP
that a particular RDMA Operation has perforned all functions
specified for the RDVMA Operations, including Placenent and
Delivery. The Conpletion semantic of each RDVA Cperation is
di stinctly defined.

RDVA Message - A data transfer mechanismused to fulfill an RDVA
Qper ati on.

RDVA Operation - A sequence of RDVA Messages, including control
Messages, to transfer data froma Data Source to a Data Sink.
The foll owing RDVA Operations are defined: RDVA Wites, RDVA
Read, Send, Send with Invalidate, Send with Solicited Event, Send
with Solicited Event and Invalidate, and Term nate.

RDVA Protocol (RDVAP) - A wire protocol that supports RDMA Operations
to transfer ULP data between a Local Peer and the Renopte Peer.

RDVAP Abortive Term nation (Term nation, Term nated, Term nate,
Terminates) - The act of closing an RDVAP Stream wit hout
attenpting to Conplete in-progress and pendi ng RDMA Operati ons.

RDVAP Graceful Termination - The act of closing an RDMAP Stream such

that all in-progress and pending RDVA Operations are allowed to
Conpl ete successful ly.

Reci o, et al. St andar ds Track [ Page 13]



RFC 5040 RDVA Prot ocol Specification Cct ober 2007

RDVA Read - An RDVA Qperation used by the Data Sink to transfer the
contents of a source RDVA buffer fromthe Renpte Peer to the
Local Peer. An RDVA Read operation consists of a single RDVA
Read Request Message and a single RDMA Read Response Message.

RDVA Read Request - An RDVA Message used by the Data Sink to request
the Data Source to transfer the contents of an RDVA buffer. The
RDVA Read Request Message describes both the Data Source and Data
Si nk RDVA buf fers.

RDVA Read Request Queue - The queue used for processi ng RDVA Read
Requests. The RDVA Read Request Queue has a DDP Queue Nunber of
1.

RDVA Read Response - An RDMA Message used by the Data Source to
transfer the contents of an RDVA buffer to the Data Sink, in
response to an RDVA Read Request. The RDVA Read Response Message
only describes the data sink RDVA buffer.

RDVAP Stream - An associ ati on between a pair of RDVAP
i npl erent ations, possibly on different Nodes, which transfer ULP
data using RDVA Operations. There may be nultiple RDVAP Streans
on a single Node. An RDVAP Stream maps directly to a single DDP
St ream

RDVA Wite - An RDVA Operation that transfers the contents of a
source RDVA Buffer fromthe Local Peer to a destinati on RDVA
Buf fer at the Renote Peer using RDMA. The RDVA Wite Message
only describes the Data Sink RDVA buffer.

Renote Direct Menory Access (RDMA) - A method of accessing nmenory on
a renote systemin which the I ocal system specifies the renote
| ocation of the data to be transferred. Enploying an RNIC in the
renote systemallows the access to take place without
interrupting the processing of the CPU(s) on the system

Send - An RDVA Qperation that transfers the contents of a ULP Buffer
fromthe Local Peer to an Untagged Buffer at the Renote Peer.

Send Message Type - A Send Message, Send with Invalidate Message,
Send with Solicited Event Message, or Send with Solicited Event
and | nval i date Message.

Send Operation Type - A Send Operation, Send with Invalidate

OQperation, Send with Solicited Event Operation, or Send with
Solicited Event and Invalidate Operation.
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Solicited Event (SE) - A facility by which an RDVA Operation sender
may cause an Event to be generated at the recipient, if the
recipient is configured to generate such an Event, when a Send
with Solicited Event Message or Send with Solicited Event and
I nval i date Message is received. Note: The Local Peer’s ULP can
use the Solicited Event nmechanismto ensure that Messages
designated as inportant to the ULP are handl ed in an expeditious
manner by the Renpte Peer’s ULP. The ULP at the Local Peer can
i ndicate a given Send Message Type is inportant by using the Send
with Solicited Event Message or Send with Solicited Event and
I nval i date Message. The ULP at the Renote Peer can choose to
only be notified when valid Send with Solicited Event Messages
and/or Send with Solicited Event and Invalidate Messages arrive
and handl e other valid incom ng Send Messages or Send with
I nval i date Messages at its |eisure.

Terninate - An RDVA Message used by a Node to pass an error
indication to the peer Node on an RDVAP Stream This operation
is for RDVAP use only.

ULP Buffer - A buffer owned above the RDVAP | ayer and Advertised to
the RDVAP | ayer either as a Tagged Buffer or an Untagged ULP
Buf f er.

ULP Message - The ULP data that is handed to a specific protoco
| ayer for transmission. Data boundaries are preserved as they
are transmtted through i WARP.

3. ULP and Transport Attributes
3.1. Transport Requirenents and Assunptions

RDVAP MUST be | ayered on top of the Direct Data Pl acement Protoco
[ DDP] .

RDVAP requires the follow ng DDP support:
*  RDMVAP uses three queues for Untagged Buffers:
* Queue Nunber O (used by RDMAP for Send, Send with |nvalidate,
Send with Solicited Event, and Send with Solicited Event and
I nval i dat e operations).
* Queue Nunmber 1 (used by RDVAP for RDVA Read operations).
* Queue Nunmber 2 (used by RDVAP for Term nate operations).

* DDP naps a single RDVA Message to a single DDP Message.
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3. 2.

DDP uses the STag and Tagged O fset provided by the RDVAP for
Tagged Buffer Messages (i.e., RDVA Wite and RDMA Read Response).

When the DDP | ayer Delivers an Untagged DDP Message to the RDVAP
| ayer, DDP provides the Ilength of the DDP Message. This ensures
that RDVAP does not have to carry a length field in its header.

When the RDVAP | ayer provides an RDVMA Message to the DDP | ayer,
DDP nust insert the RsvdULP field value provided by the RDVAP
| ayer into the associ ated DDP Message.

When the DDP | ayer Delivers a DDP Message to the RDVAP | ayer, DDP
provi des the RsvdULP fi el d.

The RsvdULP field nust be 1 octet for DDP Tagged Messages and 5
octets for DDP Untagged Messages.

DDP propagates to RDVAP all operation or protection errors (used
by RDMAP Term nate) and, when appropriate, the DDP Header fields
of the DDP Segnent that encountered the error.

If an RDVA Operation is aborted by DDP or a | ower |ayer, the
contents of the Data Sink buffers associated with the operation
are consi dered i ndeterm nate.

DDP, in conjunction with the lower |ayers, provides reliable, in-
order Delivery.

RDMAP I nteractions with the ULP

RDVAP provides the ULP with access to the foll owi ng RDVA Operati ons

as

*

Reci o,

defined in this specification:

Send

Send with Solicited Event

Send with Invalidate

Send with Solicited Event and Invalidate
RDVA Wite

RDMA Read
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For Send Operation Types, the following are the interacti ons between
the RDVAP | ayer and the ULP:

* At the Data Source:
* The ULP passes to the RDVAP | ayer the foll ow ng:
* ULP Message Length
* ULP Message
* An indication of the Send Operation Type, where the valid
types are: Send, Send with Solicited Event, Send with

Invalidate, or Send with Solicited Event and I nvali date.

* An Invalidate STag, if the Send Qperation Type was Send with
Invalidate or Send with Solicited Event and | nvali date.

*  \When the Send Operation Type Conpletes, an indication of the
Conpl etion results.

* At the Data Sink:

* |f the Send Operation Type Conpl eted successfully, the RDVAP
| ayer passes the following information to the ULP Layer:

* ULP Message Length
* ULP Message

* An Event, if the Data Sink is configured to generate an
Event .

* An Invalidated STag, if the Send Operation Type was Send
with Invalidate or Send with Solicited Event and Invali date.

* |If the Send Operation Type Conpleted in error, the Data Sink
RDVAP | ayer will pass up the corresponding error information to
the Data Sink ULP and send a Term nate Message to the Data
Source RDVAP | ayer. The Data Source RDVAP |ayer will then pass
up the Terninate Message to the ULP.

For RDVA Wite operations, the followng are the interactions between
the RDVAP | ayer and the ULP:

* At the Data Source:

* The ULP passes to the RDVAP | ayer the foll ow ng:
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* ULP Message Length

* ULP Message

* Data Sink STag

* Data Sink Tagged O f set

*  When the RDMA Wite operation Conpletes, an indication of
the Conpletion results.

the Data Sink:

If the RDMA Wite conpleted successfully, the RDVAP | ayer does
not Deliver the ROMA Wite to the ULP. It does Place the ULP
Message transferred through the RDMA Wite Message into the ULP
Buf f er.

If the RDVA Wite conpleted in error, the Data Sink RDVAP | ayer
wi Il pass up the corresponding error information to the Data
Sink ULP and send a Terni nate Message to the Data Source RDVAP
|l ayer. The Data Source RDVAP | ayer will then pass up the

Terni nate Message to the ULP.

For RDVA Read operations, the following are the interacti ons between
the RDVAP | ayer and the ULP:

* A

*

the Data Sink:

The ULP passes to the RDVAP | ayer the foll ow ng:
* ULP Message Length

* Data Source STag

* Data Sink STag

* Data Source Tagged O fset

* Data Sink Tagged O f set

When t he RDMA Read operation Conpletes, an indication of the
Conpl etion results.

t he Data Source:

If no error occurred while processing the RDMA Read Request,
the Data Source will not pass up any information to the ULP.
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* |f an error occurred while processing the RDVA Read Request,
the Data Source RDVAP | ayer will pass up the correspondi ng
error information to the Data Source ULP and send a Term nate
Message to the Data Sink RDVAP | ayer. The Data Sink RDVAP
layer will then pass up the Term nate Message to the ULP.

For STags made available to the RDVAP | ayer, followi ng are the
i nteractions between the RDVAP | ayer and the ULP:

*

| f

If the ULP enables an STag, the ULP passes the following to the
RDVAP | ayer :

*  STag;
* range of Tagged Offsets that are associated with a given STag;

* renote access rights (read, wite, or read and wite)
associated with a given, valid STag; and

* association between a given STag and a gi ven RDVAP Stream

If the ULP disables an STag, the ULP passes to the RDVAP | ayer the
STag.

an error occurs at the RDVAP | ayer, the RDVAP | ayer may pass back

error information (e.g., the content of a Term nate Message) to the
ULP.

Header For nat

The control information of RDVA Messages is included in DDP
prot ocol -defi ned header fields, with the foll ow ng exceptions:

*

Reci o,

The first octet reserved for ULP usage on all DDP Messages in the
DDP Protocol (i.e., the RsvdULP Field) is used by RDVMAP to carry
the RDVA Message Opcode and the RDMAP version. This octet is
known as the RDVAP Control Field in this specification. For Send
with Invalidate and Send with Solicited Event and Invalidate,
RDVAP uses the second through fifth octets, provided by DDP on
Unt agged DDP Messages, to carry the STag that will be Invalidated.

The RDMA Message length is passed by the RDVAP | ayer to the DDP
| ayer on all outbound transfers.

For RDVA Read Request Messages, the RDVA Read Message Size is
i ncluded in the RDVA Read Request Header.
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*  The RDVA Message length is passed to the RDMAP | ayer by the DDP
| ayer on inbound Untagged Buffer transfers.

*  Two RDVMA Messages carry additional RDVAP headers. The RDVA Read
Request carries the Data Sink and Data Source buffer descriptions,
including buffer length. The Termi nate carries additional
informati on associated with the error that caused the Term nate.

4.1. RDMAP Control and Invalidate STag Field

The version of RDVAP defined by this specification uses all 8 bits of
the RDMAP Control Field. The first octet reserved for ULP use in the
DDP Prot ocol MJST be used by the RDVMAP to carry the RDMAP Contr ol
Field. The ordering of the bits in the first octet MJST be as
defined in Figure 3, "DDP Control, RDVMAP Control, and Invalidate STag
Fields". For Send with Invalidate and Send with Solicited Event and
I nval i date, the second through fifth octets of the DDP RsvdULP field
MJST be used by RDMAP to carry the Invalidate STag. Figure 3 depicts
the format of the DDP Control and RDVAP Control fields. (Note: In
Figure 3, the DDP Header is offset by 16 bits to acconmodate the MPA
header defined in [MPA]. The MPA header is only present if DDP is

| ayered on top of MPA.)

0 1 2 3
01234567890123456789012345678901
i S S T et s U S Sy
| TIL] Resrv | DV] RV|Rsv| Opcode|
il s T T S S S S S i N T i ST S S S S S e e L T 2
I
+

| I nval i date STag
i S I i s ST T S R o

Figure 3: DDP Control, RDVAP Control, and Invalidate STag Fiel ds
Al'l RDVA Messages handed by the RDVAP |ayer to the DDP | ayer MJST
define the value of the Tagged flag in the DDP Header. Figure 4,
"RDVA Usage of DDP Fields", MJST be used to define the value of the
Tagged flag that is handed to the DDP | ayer for each RDVA Message.

Figure 4 defines the value of the RDMA Qpcode field that MJST be used
for each RDVA Message.

Figure 4 defines when the STag, Queue Nunber, and Tagged O f set
fields MJUST be provided for each RDVA Message.
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For

*

Reci o,

this version of the RDVAP, all RDVA Messages MUST have:

Bits 24-25; RDVA Version field: 0lb for an RNIC that conplies with
this RDVA protocol specification. 00b for an RNIC that conplies
with the RDMA Consortium s RDVA protocol specification. Both
version nunbers are valid. Interoperability is dependent on MPA
protocol version negotiation (e.g., MPA marker and MPA CRC).

Bits 26-27; Reserved. MJST be set to zero by sender, ignored by
the receiver.

Bits 28-31; OpCode field: see Figure 4.

Bits 32-63; Invalidate STag. However, this field is only valid
for Send with Invalidate and Send with Solicited Event and
I nval i date Messages (see Figure 4).

For Send, Send with Solicited Event, RDMA Read Request, and

Ternminate, the Invalidate STag field MJUST be set to zero on
transmt and ignored by the receiver.
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------- T
RDVA | Message | Tagged| STag | Queue | Invalidate| Message
Message| Type | Flag | and | Nunber| STag | Length
OpCode | | | TO | | | Conmuni cat ed
| | | | | | between DDP
| | | | | | and RDVAP
------- T
0000b | RDVA Wite| 1 | valid] NA | NA | Yes
....... (S VS SO SR SR AU
0001b | RDVA Read | O | NA | 1 | NA | Yes
| Request | I I I I
------- T
0010b | RDVA Read | 1 | valid] NA | NA | Yes
| Response | | | | |
------- T
0011b | Send | O | NA | O | NA | Yes
I I I I I I
------- T
0100b | Send with | O | VA | O | valid | Yes
| Invalidate| | | | |
------- T
0101b | Send with | 0 | VA | O | NVA | Yes
| SE I I I I I
------- T
0110b | Send with | 0 | VA | O | valid | Yes
| SE and I I I I I
| Invalidate| | | | |
------- T
0111b | Terninate | O | NA | 2 | NA | Yes
....... AR N SN S N S
1000b | |
to | Reserved | Not Specified
1111b | |
_______ o

Figure 4. RDVA Usage of DDP Fields

Note: N A neans Not Applicable.
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4.2. RDVA Message Definitions

The followi ng figure defines which RDVA Headers MJST be used on each
RDVA Message and whi ch RDMA Messages are allowed to carry ULP
Payl oad:

------- o m mm o e e e e e o e o e e e e e e e e e e e m e e e e e e e e e e e oo
RDVA | Message | RDVA Header Used | ULP Message allowed in
Message| Type | | the RDVA Message
OpCode | I I

I I I
------- o m mm o e e e e e o e o e e e e e e e e e e e m e e e e e e e e e e e oo
0000b | RDVA Wite| None | Yes
....... S S SR
0001b | RDVA Read | RDMA Read Request | No

| Request | Header |
------- o m mm o e e e e e o e o e e e e e e e e e e e m e e e e e e e e e e e oo
0010b | RDVA Read | None | Yes

| Response | |
------- o m mm o e e e e e o e o e e e e e e e e e e e m e e e e e e e e e e e oo
0011b | Send | None | Yes
....... S S SR
0100b | Send with | None | Yes

| I'nvalidate]| |
------- o m mm o e e e e e o e o e e e e e e e e e e e m e e e e e e e e e e e oo
0101b | Send with | None | Yes

| SE I I
------- o m mm o e e e e e o e o e e e e e e e e e e e m e e e e e e e e e e e oo
0110b | Send with | None | Yes

| SE and | |

| I'nvalidate]| |
------- o m mm o e e e e e o e o e e e e e e e e e e e m e e e e e e e e e e e oo
0111b | Ternminate | Term nate Header | No
....... S S SR
1000b | |
to | Reserved | Not Specified
1111b | |
------- o m mm o e e e e e o e o e e e e e e e e e e e m e e e e e e e e e e e oo

Figure 5. RDVA Message Definitions
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4.3. RDVA Wite Header

The RDVA Wite Message does not include an RDVMAP header. The RDVAP

| ayer passes to the DDP | ayer an RDVAP Control Field. The RDVA Wite
Message is fully described by the DDP Headers of the DDP Segnents
associ ated with the Message.

See Appendix A for a description of the DDP Segnment format associ ated
with RDMA Wite Messages.

4.4. RDMA Read Request Header

The RDVA Read Request Message carries an RDVA Read Request Header
that describes the Data Sink and Data Source Buffers used by the RDVA
Read operation. The RDVMA Read Request Header inmmediately follows the
DDP header. The RDVAP | ayer passes to the DDP | ayer an RDMAP Contr ol
Field. The followi ng figure depicts the RDVA Read Request Header

that MJUST be used for all RDVA Read Request Messages:

0 1 2 3

01234567890123456789012345678901
T S T T s T T o S T o s st s U S S Y I o S S
| Data Si nk STag (Si nkSTag) |
T S T T s T T o S T o s st s U S S Y I o S S

I
Data Sink Tagged O fset (SinkTO +
I

B i T i S S Tt w s i S S N S S Y S
RDVA Read Message Size ( RDVARDSZ) |
B i T i S S Tt w s i S S N S S Y S

Dat a Source STag (SrcSTag) |
B e o S T s i e o S o S o T s st SR S SR S S

Dat a Source Tagged O fset (SrcTO

T T T

I

+

I

B i T i S S Tt w s i S S N S S Y S
Figure 6: RDVA Read Request Header For mat

Data Sink Steering Tag: 32 bits.

The Data Sink Steering Tag identifies the Data Sink’'s Tagged
Buffer. This field MJST be copied, without interpretation,
fromthe RDMA Read Request into the correspondi ng RDVMA Read
Response; this field allows the Data Sink to place the
returning data. The STag is associated with the RDVAP Stream
t hrough a nechanismthat is outside the scope of the RDVAP
speci ficati on.
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Sink Tagged Offset: 64 bits.

The Data Sink Tagged Offset specifies the starting offset, in
octets, fromthe base of the Data Sink’'s Tagged Buffer, where
the data is to be witten by the Data Source. This field is

copied fromthe RDVA Read Request into the correspondi ng RDVA
Read Response and allows the Data Sink to place the returning
data. The Data Sink Tagged O fset MAY start at an arbitrary

of f set.

The Data Sink STag and Data Sink Tagged O fset fields
describe the buffer to which the RDVA Read data is witten.

Note: the DDP | ayer protects against a wap of the Data Sink
Tagged O f set.

Read Message Size: 32 bits.

The RDVA Read Message Size is the anpbunt of data, in octets,
read fromthe Data Source. A single RDVA Read Request
Message can retrieve fromO to 2732-1 data octets fromthe
Dat a Source.

Source Steering Tag: 32 bits.

The Data Source Steering Tag identifies the Data Source’s
Tagged Buffer. The STag is associated with the RDVAP Stream
t hrough a nechanismthat is outside the scope of the RDVAP
speci ficati on.

Source Tagged O fset: 64 bits.

The Tagged O fset specifies the starting offset, in octets,
that is to be read fromthe Data Source’s Tagged Buffer. The
Data Source Tagged O fset MAY start at an arbitrary offset.

The Data Source STag and Data Source Tagged O fset fields
describe the buffer fromwhich the RDMA Read data is read.

See Section 7.2, "Errors Detected at the Renote Peer on |Incom ng RDVA
Messages”, for a description of error checking required upon
processi ng of an RDMA Read Request at the Data Source.
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4.5. RDMA Read Response Header

The RDVA Read Response Message does not include an RDVAP header. The
RDVAP | ayer passes to the DDP | ayer an RDVAP Control Field. The RDVA
Read Response Message is fully described by the DDP Headers of the
DDP Segnents associated with the Message.

See Appendix A for a description of the DDP Segnment format associ ated
with RDMA Read Response Messages.

4.6. Send Header and Send with Solicited Event Header

The Send and Send with Solicited Event Messages do not include an
RDVAP header. The RDMAP | ayer passes to the DDP | ayer an RDVAP
Control Field. The Send and Send with Solicited Event Messages are
fully described by the DDP Headers of the DDP Segnents associ ated
with the Messages.

See Appendix A for a description of the DDP Segnment format associ ated
with Send and Send with Solicited Event Messages.

4.7. Send with Invalidate Header and Send with SE and | nval i date Header

The Send with Invalidate and Send with Solicited Event and |Invalidate
Messages do not include an RDVAP header. The RDVAP | ayer passes to
the DDP | ayer an RDVAP Control Field and the Invalidate STag field
(see section 4.1 RDVAP Control and Invalidate STag Field). The Send
with Invalidate and Send with Solicited Event and I nvalidate Messages
are fully described by the DDP Headers of the DDP Segnments associ ated
with the Messages.

See Appendix A for a description of the DDP Segnent format associ ated
with Send and Send with Solicited Event Messages.

4.8. Term nate Header

The Terni nate Message carries a Tern nate Header that contains

addi tional infornation associated with the cause of the Termni nate.
The Terni nate Header inmediately follows the DDP header. The RDVAP

| ayer passes to the DDP | ayer an RDVAP Control Field. The follow ng
figure depicts a Terninate Header that MJST be used for the Terminate
Message:
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0 1 2 3
01234567890123456789012345678901
T S T T s T T o S T o s st s U S S Y I o S S
| Terni nate Control | Reserved |
T S T T s T T o S T o s st s U S S Y I o S S
DDP Segment Length (if any) |

B T AT sl S YN SR S Y S S S

/

/
Term nat ed DDP Header (if any)

/ /

I
+
I
/
I
+
I
I T S I T als i S S S S S T T S i i S R S
I
/
Ternmi nat ed RDMA Header (if any) |
+

I

+

\
I
\
\
I
\
!I-- e i S o S ik s i S S i (i e
Figure 7: Term nate Header Format

Term nate Control: 19 bits.

The Term nate Control field MJUST have the format defined in
Fi gure 8 bel ow.

0 1 2 3
01234567890123456789012345678901

Tk T S S S Y S S T S S A e
| Layer | EType | Error Code |HdrCt|
Tk T S S S Y S S T S S A e

Figure 8: Term nate Control Field

* Figure 9, "Termnate Control Field Values", defines the valid
val ues that MJUST be used for this field.

* Layer: 4 bits.
Identifies the layer that encountered the error.

* EType (RDVA Error Type): 4 bits.
Identifies the type of error that caused the Termi nate. Wen
the error is detected at the RDVAP | ayer, the RDVAP | ayer

inserts the Error Type into this field. Wen the error is
detected at an LLP layer, an LLP layer creates the Error Type
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and the DDP | ayer passes it up to the RDVMAP | ayer, and the
RDVAP | ayer inserts it into this field.

Error Code: 8 bits.

This field identifies the specific error that caused the
Ternminate. Wen the error is detected at the RDVAP | ayer, the
RDVAP | ayer creates the Error Code. When the error is detected
at an LLP layer, the LLP layer creates the Error Code, the DDP
| ayer passes it up to the RDMAP | ayer, and the RDMVAP | ayer
inserts it into this field.

HdrC&t: 3 bits.
Header control bits:

* M bit 16. DDP Segnent Length valid. See Figure 10 for
when this bit SHOULD be set.

* D bit 17. DDP Header Included. See Figure 10 for when
this bit SHOULD be set.

* R bit 18. RDVAP Header Included. See Figure 10 for when
this bit SHOULD be set.
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------- T
Layer | Layer | Error | Error Type | Error| Error Code Nane
| Narme | Type | Nane Code
------- T
0000b | Local | None | None - This error
| Catastrophic| | type does not have
Error an error code. Any

I
| value in this field
| is acceptable.

I

I

I I

I I

I I

| e Fom e oo oo H- - - - - o e e e e oo

| | | | 00X | Invalid STag

| | | +--o oo - o e e oo

| | | | 01X | Base or bounds

| | | | | violation

| | | Renote Fo-mm - R

| | 0001b | Protection | 02X | Access rights

| | | Error | | violation

| | | oo R R
0000b | RDMVA | | | 03X | STag not associ ated

| | | | | with RDVMAP Stream

| | | +--o oo - o e e oo

| | | | 04X | TO wap

| | | +---- - - o e e e e aa oo o

| | | | 09X | STag cannot be

| | | | | I'nvalidated

| | | oo oo

| | | | FFX | Unspecified Error

| S R S, +---- - - o e e e e aa oo o

| | | | 05X | Invalid RDVAP

| | | | | version

| | | +---- - - o e e e e aa oo o

| | | | 06X | Unexpected OpCode

| | | Renote e e

| | 0010b | Operation | 07X | Catastrophic error

| | | Error | | localized to RDVAP

| | | | | Stream

| | | oo O

| | | | 08X | Catastrophic error,

I I I I | gl obal

| | | +---- - - o e e e e aa oo o

| | | | 09X | STag cannot be

| | | | | I'nvalidated

| | | +---- - - o e e e e aa oo o

I I I I

FFX | Unspecified Error
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----------- T
DDP | See DDP Specification [DDP] for a description of
| the values and names.
___________ e
LLP | For MPA, see MPA Specification [MPA] for a
(e.g., MPA)| description of the values and nanes.
___________ e

Figure 9: Term nate Control Field Val ues

Reserved: 13 bits. This field MJUST be set to zero on transmt,
i gnored on receive.

DDP Segnment Length: 16 bits

Term

The | ength handed up by the DDP | ayer when the error was
detected. It MJST be valid if the Mbit is set. It MIST be
present when the D bit is set.

nat ed DDP Header: 112 bits for Tagged Messages and 144 bits

for Untagged Messages.

Term

Reci o,

The DDP Header of the inconm ng Message that is associated
with the Terminate. The DDP Header is not present if the
Terminate Error Type is a Local Catastrophic Error. It MJST
be present if the D bit is set.

nat ed RDVA Header: 224 bits.

The Terni nated RDMA Header is only sent back if the term nate
is associated with an RDVMA Read Request Message. |t MJST be
present if the Rbit is set.

If the terminate occurs before the first RDMA Read Request
byte is processed, the original RDMA Read Request Header is
sent back.

If the terminate occurs after the first RDMA Read Request
byte is processed, the RDVMA Read Request Header is updated to
reflect the current location of the RDMA Read operation that
is in process:

* Data Sink STag = Data Sink STag originally sent in the
RDVMA Read Request.
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Data Sink Tagged Offset = Current offset into the Data
Si nk Tagged Buffer. For exanple, if the RDVA Read
Request was terninated after 2048 octets were sent,
then the Data Sink Tagged Ofset = the original Data
Sink Tagged O fset + 2048.

Dat a Message size = Number of bytes left to transfer.

Data Source STag = Data Source STag in the RDVA Read
Request .

Dat a Source Tagged Offset = Current offset into the
Dat a Source Tagged Buffer. For exanmple, if the RDVA
Read Request was termi nated after 2048 octets were
sent, then the Data Source Tagged O fset = the

ori ginal Data Source Tagged O fset + 2048.

if a given LLP does not define any term nation codes for the

RDVAP Termi nation nmessage to use, then none would be used for that

LLP.

Fi gure 10,
error types to each RDMA Message type:

Reci o,

et al.

"Error Type to RDMA Message Mapping", maps |ayer name and
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--------- e
Layer | Error Type | Terminate | Term nate | What type of
Nane | Narme | I'ncludes | I'ncludes | RDVA Message can
| | DDP Header | RDVA Header| cause the error
| | and DDP | |
I | Segnent I I
I | Length I I
--------- e
| Local | No | No | Any
| Catastrophic| | |
| Error | | |
Fomm e e o oo Fomm e o e oo oo - Fomm oo oo - Fom e e o e oo
| Renote | Yes, if | Yes | Only RDVA Read
RDIVA | Protection | possible | | Request, Send
| Error | | | with Invalidate,
| | | | and Send with SE
| | | | and Invalidate
Fomm e e o oo Fomm e o e oo oo - Fomm oo oo - Fom e e o e oo
| Renote | Yes, if | No | Any
| Operation | possible | |
| Error | | |
--------- e
DDP | See DDP Spec| Yes | No | Any
| [ DDP] I I I
--------- e
LLP | See LLP Spec| No | No | Any
| (e.g., MPA) | I I

Figure 10: Error Type to RDVA Message Mappi ng

5. Dat a Transfer

5.1.

An

RDVA Wite Message

RDVA Wite is used by the Data Source to transfer data to a

previously Advertised Tagged Buffer at the Data Sink. The RDVA Wite
Message has the follow ng semantics:

*

Reci o,

An RDVA Wite Message MJST reference a Tagged Buffer. That is,
the Data Source RDVAP | ayer MJST request that the DDP | ayer nark
the Message as Tagged.

A valid RDVA Wite Message MJUST NOT be delivered to the Data
Sink’s ULP (i.e., it is placed by the DDP | ayer).

At the Renote Peer, when an invalid RDVA Wite Message is

delivered to the Renbte Peer’s RDVAP | ayer, an error is surfaced
(see Section 7.1, "RDVAP Error Surfacing").
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5.2.

The Tagged O fset of a Tagged Buffer MAY start at a non-zero
val ue.

An RDVA Wite Message MAY target all or part of a previously
Advertised Buffer.

The RDMAP does not define how the buffer(s) are used by an

out bound RDVA Wite or how they are addressed. For exanple, an

i mpl emrent ati on of RDMA nay choose to allow a gather-1list of non-
conti guous data bl ocks to be the source of an RDMA Wite. 1In this
case, the data bl ocks woul d be conbined by the Data Source and
sent as a single RDVA Wite Message to the Data Sink.

The Data Source RDVAP | ayer MUST issue RDVA Wite Messages to the
DDP | ayer in the order they were subnmitted by the ULP.

At the Data Source, a subsequent Send (Send with Invalidate, Send
with Solicited Event, or Send with Solicited Event and | nvali date)
Message MAY be used to signal Delivery of previous RDVA Wite
Messages to the Data Sink, if the ULP chooses to signal Delivery
in this fashion.

If the Local Peer wishes to wite to multiple Tagged Buffers on
the Remote Peer, the Local Peer MJST use nultiple RDVA Wite
Messages. That is, a single RDMA Wite Message can only wite to
one renote Tagged Buffer.

The Data Source MAY issue a zero-length RDVA Wite Message.

RDVA Read Operation

The RDVA Read operation MJST consist of a single RDMA Read Request
Message and a single RDVMA Read Response Message.

5.2. 1.

An

RDVA Read Request Message

RDVMA Read Request is used by the Data Sink to transfer data froma

previously Advertised Tagged Buffer at the Data Source to a Tagged
Buffer at the Data Sink. The RDVMA Read Request Message has the

f ol

*

Reci o,

| owi ng semanti cs:

An RDVMA Read Request Message MJST reference an Untagged Buffer.
That is, the Local Peer’s RDVAP | ayer MJST request that the DDP
mar k the Message as Unt agged.

One RDVMA Read Request Message MJUST consune one Untagged Buffer.
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Reci o,

The Renote Peer’s RDVAP | ayer MUST process an RDMA Read Request
Message. A valid RDMA Read Request Message MUST NOT be delivered
to the Data Sink’s ULP (i.e., it is processed by the RDVAP | ayer).

At the Renote Peer, when an invalid RDVA Read Request Message is
delivered to the Renbte Peer’s RDMVAP | ayer, an error is surfaced
(see Section 7.1, "RDVAP Error Surfacing").

An RDVA Read Request Message MJST reference the RDMA Read Request
Queue. That is, the Local Peer’s RDVAP | ayer MJST request that
the DDP | ayer set the Queue Nunber field to one.

The Local Peer MJUST pass to the DDP | ayer RDMA Read Request
Messages in the order they were subnmitted by the ULP.

The Renote Peer MJST process the RDMA Read Request Messages in the
order they were sent.

If the Local Peer wi shes to read fromnultiple Tagged Buffers on
the Renmpte Peer, the Local Peer MJUST use nultiple RDVMA Read
Request Messages. That is, a single RDMA Read Request Message
MUST only read from one renpte Tagged Buffer.

AN RDVA Read Request Message MAY target all or part of a
previously Advertised Buffer.

If the Data Source receives a valid RDMA Read Request Message, it
MJUST respond with a valid RDMA Read Response Message.

The Data Sink MAY issue a zero-length RDVMA Read Request Message by
setting the RDMA Read Message Size field to zero in the RDVA Read
Request Header.

If the Data Source receives a non-zero-|length RDVA Read Message

Si ze, the Data Source RDVAP MJST validate the Data Source STag and
Dat a Source Tagged O fset contained in the RDMA Read Request
Header .

If the Data Source receives an RDMA Read Request Header with the
RDVA Read Message Size set to zero, the Data Source RDVAP:

*  MJST NOT validate the Data Source STag and Data Source Tagged
O fset contained in the ROMA Read Request Header, and

* MJST respond with a zero-length RDMA Read Response Message.

et al. St andar ds Track [ Page 34]



RFC 5040 RDVA Prot ocol Specification Cct ober 2007

5.2. 2.

RDVMA Read Response Message

The RDVA Read Response Message uses the DDP Tagged Buffer Mdel to

Del

iver the contents of a previously requested Data Source Tagged

Buffer to the Data Sink, without any involvenent fromthe ULP at the
Renote Peer. The RDVA Read Response Message has the foll ow ng
semanti cs:

*

Reci o,

The RDMA Read Response Message for the associ ated RDVA Read
Request Message travels in the opposite direction.

An RDVA Read Response Message MUST reference a Tagged Buffer.
That is, the Data Source RDVMAP | ayer MUJST request that the DDP
mark the Message as Tagged.

The Data Source MJST ensure that a sufficient nunber of Untagged
Buf fers are available on the RDVA Read Request Queue (Queue with
DDP Queue Number 1) to support the maxi mum nunber of RDVA Read
Requests negotiated by the ULP.

The RDMAP | ayer MJST Deliver the RDMA Read Response Message to the
ULP.

At the Renote Peer, when an invalid RDVA Read Response Message is
delivered to the Renbte Peer’s RDVMAP | ayer, an error is surfaced
(see Section 7.1, "RDVAP Error Surfacing").

The Tagged O fset of a Tagged Buffer MAY start at a non-zero
val ue.

The Data Source RDVAP | ayer MUST pass RDMA Read Response Messages
to the DDP layer, in the order that the RDVA Read Request Messages
were received by the RDVAP | ayer, at the Data Source.

The Data Sink MAY validate that the STag, Tagged O fset, and

I ength of the RDVA Read Response Message are the sane as the STag,
Tagged O fset, and length included in the correspondi ng RDVA Read
Request Message.

A single RDMA Read Response Message MUST wite to one renpote
Tagged Buffer. |If the Data Sink wishes to read nultiple Tagged
Buffers, the Data Sink can use multiple RDVA Read Request
Messages.
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5. 3.

Send Message Type

The Send Message Type uses the DDP Untagged Buffer Mdel to transfer
data fromthe Data Source into an Untagged Buffer at the Data Sink.

*

Reci o,

A Send Message Type MJIST reference an Untagged Buffer. That is,
the Local Peer’s RDVAP | ayer MJST request that the DDP | ayer mark
the Message as Unt agged.

One Send Message Type MUST consume one Untagged Buffer.

*  The ULP Message sent using a Send Message Type MAY be less than
or equal to the size of the consuned Untagged Buffer. The
RDVAP | ayer comuni cates to the ULP the size of the data
written into the Untagged Buffer.

* |f the ULP Message sent via Send Message Type is larger than
the Data Sink’s Untagged Buffer, it is an error (see Section
9.1, "RDVAP Error Surfacing").

At the Renote Peer, the Send Message Type MJIST be Delivered to the
Renote Peer’s ULP in the order they were sent.

After the Send with Solicited Event or Send with Solicited Event
and Invalidate Message is Delivered to the ULP, the RDVAP MAY
generate an Event, if the Data Sink is configured to generate such
an Event.

At the Renote Peer, when an invalid Send Message Type is Delivered
to the Renote Peer’s RDVAP | ayer, an error is surfaced (see
Section 7.1, "RDVAP Error Surfacing").

The RDMAP does not specify the structure of the buffer(s) used by
an out bound RDVA Wite nor does it specify how the buffer(s) are
addressed. For exanple, an inplenentation of RDVA may choose to
all ow a gather-1list of non-contiguous data bl ocks to be the source
of a Send Message Type. 1In this case, the data bl ocks woul d be
conmbi ned by the Data Source and sent as a single Send Message Type
to the Data Sink.

For a Send Message Type, the Local Peer’s RDVAP | ayer MJST request
that the DDP | ayer set the Queue Nunber field to zero.

The Local Peer MJUST issue Send Message Type Messages in the order
they were subnitted by the ULP
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*  The Data Source MAY pass a zero-length Send Message Type. A
zero-length Send Message Type MJUST consune an Untagged Buffer at
the Data Sink. A Send with Invalidate or Send with Solicited
Event and Invalidate Message MJUST reference an STag. That is, the
Local Peer’s RDVAP | ayer MJUST pass the RDVA control field and the
STag that will be Invalidated to the DDP | ayer.

*  When the Send with Invalidate and Send with Solicited Event and
Inval i date Message are Delivered to the Renote Peer’s RDMAP | ayer,
the RDVAP | ayer MJST:

* Verify the STag that is associated with the RDVAP Stream and

* Invalidate the STag if it is associated with the RDVAP Stream
or issue a Terninate Message with the STag Cannot be
I nval i dated Term nate Error Code, if the STag is not associ ated
with the RDVAP Stream

5.4. Term nate Message

The Terni nate Message uses the DDP Unt agged Buffer Mdel to
transfer-error-related infornation fromthe Data Source into an

Unt agged Buffer at the Data Sink and then ceases all further
comuni cati ons on the underlying DDP Stream The Termni nate Message
has the foll owi ng semanti cs:

* A Termnate Message MJUST reference an Untagged Buffer. That is,
the Local Peer’s RDVAP | ayer MJST request that the DDP | ayer mark
the Message as Unt agged.

* A Terminate Message references the Terninate Queue. That is, the
Local Peer’s RDVAP | ayer MJST request that the DDP | ayer set the
Queue Nunber field to two.

* One Term nate Message MJST consunme one Untagged Buffer.

* On a single RDVAP Stream the RDMAP | ayer MUST guarant ee pl acenent
of a single Term nate Message.

* A Terminate Message MJUST be Delivered to the Renpte Peer’s RDVAP
| ayer. The RDVAP | ayer MJST Deliver the Term nate Message to the
ULP.

* At the Renpte Peer, when an invalid Terminate Message is delivered

to the Renote Peer’s RDVAP | ayer, an error is surfaced (see
Section 7.1 "RDVAP Error Surfacing").
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5.

5.

*  The RDVAP | ayer Conpletes in error all ULP operations that have
not been provided to the DDP | ayer.

* After sending a Term nate Message on an RDVAP Stream the Local
Peer MJST NOT send any nore Messages on that specific RDVAP
Stream

* After receiving a Term nate Message on an RDVAP Stream the Renote
Peer MAY stop sendi ng Messages on that specific RDMAP Stream

O dering and Conpl eti ons

It is inportant to understand the difference between Pl acenent and
Delivery ordering since RDVAP provides quite different semantics for
t he two.

Note that many current protocols, both as used in the Internet and
el sewhere, assune that data is both Placed and Delivered in order.
Taki ng advantage of this fact allowed applications to take a variety
of shortcuts. For RDVAP, many of these shortcuts are no |onger safe
to use, and could cause application failure.

The following rules apply to inplenmentati ons of the RDVAP protocol.
Note that in these rules, Send includes Send, Send with Invalidate,
Send with Solicited Event, and Send with Solicited Event and

| nval i dat e:

1. RDMAP does not provide ordering anong Messages on different RDVAP
Streans.

2. RDWVAP does not provide ordering between operations that are
generated fromthe two ends of an RDVAP Stream

3. RDMA Messages that use Tagged and Untagged Buffers MAY be Pl aced
in any order. If an application uses overl apping buffers (points
di fferent Messages or portions of a single Message at the sane
buffer), then it is possible that the last incomng wite to the
Data Sink buffer will not be the last outgoing data sent fromthe
Dat a Source.

4. For a Send operation, the contents of an Untagged Buffer at the
Data Sink MAY be indeterm nate until the Send is Delivered to the
ULP at the Data Sink.

5. For an RDVA Wite operation, the contents of the Tagged Buffer at
the Data Sink MAY be indeterm nate until a subsequent Send is
Delivered to the ULP at the Data Sink.
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6.

For an RDMA Read operation, the contents of the Tagged Buffer at
the Data Sink MAY be indeterm nate until the RDVA Read Response
Message has been Delivered at the Local Peer.

Statenments 4, 5, and 6 inply "no peeking" at the data to see if it is

done. It is possible for sone data to arrive before logically
earlier data does, and peeking nmay cause unpredi ctable application
failure.

7. If the ULP or Application nodifies the contents of Tagged or

10.

11.

Reci o,

Unt agged Buffers, which are being nodified by an RDVMA Operati on
while the RDVAP is processing the RDVA Qperation, the state of
the Buffers is indeterninate.

If the ULP or Application nodifies the contents of Tagged or
Unt agged Buffers, which are read by an RDVA Operation while the
RDVAP i s processing the RDMA Operation, the results of the read
are indeterm nate.

The Conpl etion of an RDMA Wite or Send Operation at the Local
Peer does not guarantee that the ULP Message has yet reached the
Renote Peer ULP Buffer or been exanined by the Renpte ULP.

Send Messages MUST be Delivered to the ULP at the Renote Peer
after they are Delivered to RDVAP by DDP and in the order that
they were Delivered to RDVAP.

Note that DDP ordering rules ensure that this will be the same
order that they were submitted at the Local Peer and that any
prior RDVA Wites have been submitted for ordered Pl acenent at
the Renpte Peer. This neans that when the ULP sees the Delivery
of the Send, the menory buffers targeted by any precedi ng RDVA
Wites and Sends are available to be accessed locally or renotely
as authorized. |If the ULP overlaps its buffers for different
operations, the data fromthe RDVA Wite or Send may be
overwitten by subsequent RDVA Operations before the ULP receives
and processes the Delivery.

RDVA Read Response Messages MJST be Delivered to the ULP at the
Renote Peer after they are Delivered to RDMAP by DDP and in the
order that the they were Delivered to RDVAP.

DDP ordering rules ensure that this will be the same order that
they were subnmitted at the Local Peer. This neans that when the
ULP sees the Delivery of the RDVA Read Response, the menory
buffers targeted by the RDMA Read Response are available to be
accessed locally or renotely as authorized. |f the ULP overl aps
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12.

13.

14.

15.

Reci o,

its buffers for different operations, the data fromthe RDVA Read
Response may be overwitten by subsequent RDVA Operations before
the ULP receives and processes the Delivery.

RDVA Read Request Messages, including zero-length RDVA Read
Requests, MJUST NOT start processing at the Renpte Peer until they
have been Delivered to RDVAP by DDP.

Note: the ULP is assured that data witten can be read back. For
exanple, if

a) an RDVA Read Request is issued by the |local peer,

b) the Request targets the sane ULP Buffer as a precedi ng Send
or RDMA Wite (in the sane direction as the RDVA Read
Request), and

c) there are no other sources of update for the ULP Buffer,

then the Renote Peer will send back the data witten by the Send
or RDVA Wite. That is, for this exanple, the ULP Buffer is
Advertised for use on a series of RDVA Messages, is only valid on
the RDVAP Streamfor which it is Advertised, and is not locally
updat ed while the series of RDMAP Messages are performed. For
this exanple, order rule (12) assures that subsequent |ocal or
renote accesses to the ULP Buffer contain the data witten by the
Send or RDVA Wite.

RDVA Read Response Messages MAY be generated at the Renote Peer
after subsequent RDMA Wite Messages or Send Messages have been
Pl aced or Delivered. Therefore, when an application does an RDVA
Read Request followed by an RDVMA Wite (or Send) to the same
buffer, it may get the data fromthe |ater RDVA Wite (or Send)
in the RDMA Read Response Message, even though the operations
conpleted in order at the Local Peer. |If this behavior is not
desired, the Local Peer ULP nust Fence the later RDVA wite (or
Send) by withhol ding the RDMA Wite Message until all outstanding
RDVA Read Responses have been Delivered.

The RDVAP | ayer MJST subnit RDMA Messages to the DDP layer in the
order the RDVA Operations are submitted to the RDVAP | ayer by the
ULP.

A Send or RDMA Wite Message MJUST NOT be considered Conpl ete at
the Local Peer (Data Source) until it has been successfully
conpl eted at the DDP | ayer.

RDVA Operations MJST be Conpleted at the Local Peer in the order
that they were subnitted by the ULP.
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16. At the Data Sink, an incom ng Send Message MJST be Delivered to
the ULP only after the DDP Message has been Delivered to the
RDVAP | ayer by the DDP | ayer.

17. RDVA Read Response Message processing at the Renote Peer (reading
the specified Tagged Buffer) MJST be started only after the RDVA
Read Request Message has been Delivered by the DDP | ayer (thus,
all previ ous RDVA Messages have been properly submitted for
ordered Pl acenent).

18. Send Messages MAY be Conpleted at the Renpte Peer (Data Sink)
before prior incom ng RDMA Read Request Messages have conpl eted
their response processing.

19. An RDMA Read operation MJUST NOT be Conpleted at the Local Peer
until the DDP | ayer Delivers the associated incom ng RDVA Read
Response Message.

20. If nore than one outstandi ng RDVA Read Request Messages are
supported by both peers, the RDVMA Read Response Messages MJST be
submtted to the DDP | ayer on the Renote Peer in the order the
RDVA Read Request Messages were Delivered by DDP, but the actual
read of the buffer contents MAY take place in any order at the
Renot e Peer.

This sinplifies Local Peer Conpletion processing for RDVA Reads
in that a Delivered RDVA Read Response MJST be sufficient to
Conpl ete the RDVA Read operati on.

6. RDVAP Stream Managenent

RDVAP St ream nanagenent consists of RDMAP Stream Initialization and
RDVAP St ream Ter mi nati on.

6.1. StreamlInitialization

RDVAP Streaminitialization occurs after the LLP Stream has been
created (e.g., for DDP/MPA over TCP, the first TCP Segnent after the
SYN, SYN ACK exchange). The ULP is responsible for transitioning the
LLP Streaminto RDVA-enabl ed node. The switch to RDVA node typically
occurs sonetinme after LLP Stream setup. Once in RDVA enabl ed node,
an i npl enmentati on MUST send only RDVA Messages across the transport
Streamuntil the RDMAP Streamis torn down.

For each direction of an RDMAP Stream

* For a given RDVMAP Stream the nunber of outstanding RDVMA Read
Requests is linmted per RDVMAP Stream direction.
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6.

2.

* |t is the ULP s responsibility to set the naxi mum nunber of
out st andi ng, i nbound RDVMA Read Requests per RDVAP Stream
di recti on.

*  The RDVAP | ayer MUST provide the maxi mum nunber of out standing,
i nbound RDVMA Read Requests per RDVAP Stream direction that were
negoti ated between the ULP and the Local Peer’s RDVAP | ayer. The
negoti ati on nmechanismis outside the scope of this specification.

* |t is the ULP s responsibility to set the nmaxi num nunber of
out st andi ng, out bound RDVA Read Requests per RDVAP Stream
di recti on.

*  The RDVAP | ayer MUST provide the maxi mum nunber of out standing,
out bound RDVA Read Requests for the RDMAP Stream direction that
were negoti ated between the ULP and the Local Peer’s RDVAP | ayer.
The negotiati on nmechanismis outside the scope of this
speci ficati on.

* The Local Peer’s ULP is responsible for negotiating with the
Renot e Peer’s ULP the maxi num nunber of outstandi ng RDMA Read
Requests for the RDMAP Streamdirection. It is recomended that
the ULP set the maxi mum nunber of outstanding, inbound RDVA Read
Requests equal to the maxi mum nunber of outstandi ng, outbound RDVA
Read Requests for a given RDVAP Stream direction.

* For outbound RDVA Read Requests, the RDMAP | ayer MJST NOT exceed
t he maxi mum nunber of outstandi ng, outbound RDMA Read Requests
that were negotiated between the ULP and the Local Peer’s RDVAP
| ayer.

* For inbound RDVMA Read Requests, the RDVAP | ayer MUST NOT exceed
t he maxi mum nunber of outstandi ng, i nbound RDVA Read Requests that
wer e negoti ated between the ULP and the Local Peer’s RDVAP | ayer.

St ream Tear down

There are three nethods for terminating an RDMAP Stream ULP G acef ul
Terni nati on, RDVAP Abortive Termination, and LLP Abortive
Terni nati on.

The ULP is responsible for performng ULP Graceful Termi nation.
After a ULP Graceful Ternination, either side of the Stream can
initiate LLP Graceful Termnmination, using the graceful ternination
mechani sm provi ded by the LLP.
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RDVAP Abortive Termination allows the RDMAP to issue a Termninate
Message describing the reason the RDVMAP Stream was terminated. The
next section (6.2.1, "RDVAP Abortive Term nation") describes the
RDVAP Abortive Termination in detail.

LLP Abortive Termination results due to an LLP error and causes the
RDVAP Streamto be torn down mdstream wthout an RDMAP Ter ni nate
Message. Wiile this last nethod is highly undesirable, it is

possi bl e, and the ULP should take this into consideration.

6.2.1. RDMAP Abortive Term nati on

RDVAP defines a Terninate operation that SHOULD be invoked when
either an RDVMAP error is encountered or an LLP error is surfaced to
the RDVAP | ayer by the LLP.

It is not always possible to send the Terni nate Message. For
exanple, certain LLP errors may occur that cause the LLP Streamto be
torn down a) before RDVMAP is aware of the error, b) before RDVAP is
able to send the Term nate Message, or c) after RDVMAP has posted the
Terni nate Message to the LLP, but it has not yet been transnmitted by
the LLP.

Note that an RDVAP Abortive Termination may entail |oss of data. In
general, when a Terminate Message is received, it is inpossible to
tell for sure what unacknowl edged RDVMA Messages were Conpl eted
successfully at the Renote Peer. Thus, the state of all outstanding
RDVA Messages is indeterm nate, and the Messages SHOULD be consi dered
Conpl eted in error.

When a peer sends or receives a Terminate Message, it MAY i mmedi ately
tear down the LLP Stream The peer SHOULD perform a graceful LLP
teardown to ensure the Termi nate Message is successfully Delivered.

See Section 4.8, "Term nate Header", for a description of the
Terni nate Message and its contents. See Section 5.4, "Term nate
Message", for a description of the Terni nate Message senanti cs.

7. RDMAP Error Managenent
The RDVAP protocol does not have RDVAP- or DDP-| ayer error recovery
operations built in. If everything is working, the LLP guarantees
will ensure that the Messages are arriving at the destination.

If errors are detected at the RDVAP or DDP | ayer, then the RDVAP,
DDP, and LLP Streans are Abortively Terminated (see Section 4.8,
"Term nate Header").
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In general, poor inplenentations or inproper ULP programing cause
the errors detected at the RDMAP and DDP | ayers. |n these cases,
returning a diagnostic term nation error Message and cl osing the
RDVAP Streamis far sinpler than attenpting to nmaintain the RDVAP
Stream particularly when the cause of the error is not known.

If an LLP does not support teardown of a Stream i ndependent of other
Streans, and an RDVAP error results in the Termi nation of a specific
Stream then the LLP MJST | abel the Stream as an erroneous Stream and
MUST NOT all ow any further data transfer on that Stream after RDVAP
requests the Streamto be torn down.

For a specific LLP connection, when all Streans are either gracefully
torn down or are | abel ed as erroneous Streans, the LLP connection
MUST be torn down.

Since errors are detected at the Renote Peer (possibly long) after
RDVA Messages are passed to the DDP and the LLP at the Local Peer and
after the RDMA Operations conveyed by the Messages are Conpl eted, the
sender cannot easily determ ne which of its Messages have been
received. (RDVA Reads are an exception to this rule.)

For a list of errors returned to the Renpte Peer as a result of an
Abortive Term nation, see Section 4.8, "Term nate Header".

7.1. RDVAP Error Surfacing

If an error occurs at the Local Peer, the RDVAP | ayer MJST attenpt to
informthe local ULP that the error has occurred.

The Local Peer MUST send a Term nate Message for each of the
foll owi ng cases:

1. For errors detected while creating RDMA Wite, Send, Send with
Inval i date, Send with Solicited Event, Send with Solicited Event
and I nvalidate, or RDMA Read Requests, or other reasons not
directly associated with an incom ng Message, the Terminate
Message and Error code are sent instead of the request. In this
case, the Error Type and Error Code fields are included in the
Terni nate Message, but the Term nated DDP Header and Terni nat ed
RDVA Header fields are set to zero

2. For errors detected on an inconing RDVA Wite, Send, Send with
Inval i date, Send with Solicited Event, Send with Solicited Event
and I nvalidate, or Read Response Message (after the Message has
been Delivered by DDP), the Term nate Message is sent at the
earliest possible opportunity, preferably in the next outgoing
RDVA Message. In this case, the Error Type, Error Code, ULP PDU
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Length, and Term nated DDP Header fields are included in the
Terni nate Message, but the Term nated RDVA Header field is set to
zero.

For errors detected on an incon ng RDMA Read Request Message
(after the Message has been Delivered by DDP), the Term nate
Message is sent at the earliest possible opportunity, preferably
in the next outgoing RDVA Message. In this case, the Error Type,
Error Code, ULP PDU Length, Term nated DDP Header, and Term nated
RDVA Header fields are included in the Term nate Message.

If nore than one error is detected on incomi ng RDVA Messages,
before the Term nate Message can be sent, then the first RDVA
Message (and its associ ated DDP Segnment) that experienced an
error MJST be captured by the Terni nate Message, in accordance
with rules 2 and 3 above.

7.2. FErrors Detected at the Renpbte Peer on I ncomi ng RDMA Messages

On i

ncom ng RDVA Wites, RDVA Read Response, Sends, Send with

Inval i date, Send with Solicited Event, Send with Solicited Event and
I nval i date, and Term nate Messages, the follow ng nmust be vali dated:

1.

2.

Reci o,

The DDP | ayer MJST validate all DDP Segnent fields.

The RDVA OpCode MUIST be valid.

The RDVA Version MUST be valid.

Additionally, on incomng Send with Invalidate and Send wi th
Solicited Event and Invalidate Messages, the follow ng nust al so
be val i dat ed:

The I nvalidate STag MJST be valid.

The STag MJST be associated to this RDVAP Stream

i ncom ng RDVA Request Messages, the follow ng nust be validated:

The DDP | ayer MJST validate all Untagged DDP Segnent fi el ds.
The RDVA OpCode MUST be valid.

The RDVA Version MJST be valid.

For non-zero I ength RDMA Read Request Messages:

a. The Data Source STag MJST be valid.
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b. The Data Source STag MJST be associated to this RDVAP Stream

c. The Data Source Tagged O fset MUST fall in the range of | egal
of fsets associated with the Data Source STag.

d. The sum of the Data Source Tagged O fset and the RDVMA Read
Message Size MJST fall in the range of |egal offsets
associated with the Data Source STag.

e. The sum of the Data Source Tagged O fset and the RDVMA Read
Message Size MJUST NOT cause the Data Source Tagged Ofset to
wr ap.

8. Security Considerations

This section references the resources that discuss protocol - specific
security considerations and inplications of using RDMAP with existing
security services. A detailed analysis of the security issues around
i npl enentati on and use of the RDVAP can be found in [ RDMASEC] .

[ RDMASEC] introduces the RDVA reference nodel and di scusses how the
resources of this nodel are vulnerable to attacks and the types of
attack these vulnerabilities are subject to. It also details the

| evel s of Trust available in this peer-to-peer nodel and how this
defines the nature of resource sharing.

The | Psec requirenents for RDDP are based on the version of |Psec
specified in RFC 2401 [ RFC2401] and related RFCs, as profiled by RFC
3723 [RFC3723], despite the existence of a newer version of |Psec
specified in RFC 4301 [ RFC4301] and rel ated RFCs [ RFC4303],

[ RFC4306], [RFC4835]. One of the inportant early applications of the
RDDP protocols is their use with i SCSI [i SER]; RDDP' s | Psec
requirenments follow those of IPsec in order to facilitate that usage
by allowi ng a cormon profile of IPsec to be used with i SCSI and the
RDDP protocols. In the future, RFC 3723 nmay be updated to the newer
version of IPsec, and the |IPsec security requirements of any such
updat e should apply uniformy to i SCSI and the RDDP protocols.

8.1. Sunmary of RDMAP-Specific Security Requirenents

[ RDMASEC] defines the security requirenents for the inplenentation of
t he conponents of the RDVA reference nodel, nanmely the RDVA enabl ed
NIC (RNIC) and the Privil eged Resource Manager. An RDVAP

i npl enentation conformng to this specification MIST conformto these
requirenments.
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8.1.1. RDVAP (RNIC) Requirenents

RDVAP provi des several counterneasures for all types of attacks as
introduced in [RDMASEC]. In the following, this specification lists
all security requirenents that MJST be inplenmented by the RNIC. A
nore detail ed di scussion of RNIC security requirenments can be found
in Section 5 of [ RDMASEC] .

1. An RNIC MUST ensure that a specific Streamin a specific
Protecti on Donai n cannot access an STag in a different Protection
Dormai n.

2. An RNIC MUST ensure that if an STag is linmted in scope to a
single Stream no other Stream can use the STag.

3. An RNIC MUST ensure that a Renote Peer is not able to access
menory outside of the buffer specified when the STag was enabl ed
for renpte access.

4. An RNIC MUST provide a nechanismfor the ULP to establish and
revoke the association of a ULP Buffer to an STag and TO range.

5. An RNIC MJST provide a nechanismfor the ULP to establish and
revoke read, wite, or read and wite access to the ULP Buffer
referenced by an STag.

6. An RNIC MUST ensure that the network interface can no | onger
nodi fy an Advertised Buffer after the ULP revokes renote access
rights for an STag.

7. An RNIC MUST ensure that a Renpte Peer is not able to invalidate
an STag enabled for renpte access, if the STag is shared on
mul tiple streans.

8. An RNIC MJST choose the value of STags in a way difficult to
predict. It is RECOWENDED to sparsely popul ate them over the
full avail abl e range.

9. An RNIC MJST NOT enabl e sharing a Conpl eti on Queue (CQ across
ULPs that do not share partial nmutual trust.

10. An RNIC MUST ensure that if a CQ overflows, any Streans that do
not use the CQ MJST remmi n unaffected.

11. An RNIC inplenentation SHOULD provide a mechanismto cap the
nunber of outstandi ng RDMA Read Requests.
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12. An RNIC MUST NOT enable firmvare to be | oaded on the RNIC
directly froman untrusted Local Peer or Renpbte Peer, unless the
Peer is properly authenticated*, and the update is done via a
secure protocol, such as IPsec.

* by a nechani sm outside the scope of this specification. The
mechani sm presumably entails authenticating that the renote ULP
has the right to performthe update.

8.1.2. Privileged Resource Manager Requirenents

Wth RDVAP, all reservations of |local resources are initiated from
local ULPs. To protect fromlocal attacks including unfair resource
di stribution and gai ni ng unaut hori zed access to RNIC resources, a
Privil eged Resource Manager (PRM nust be inpl enented, which nmanages
all local resource allocation. Note that the PRM nust not be

provi ded as an i ndependent conponent, and its functionality can also
be inplenented as part of the privileged ULP or as part of the RNIC
itself.

A PRMinpl enentation nust neet the follow ng security requirenments (a
nore detail ed di scussion of PRM security requirenents can be found in
Section 5 of [ RDVASEC]):

1. Al Non-Privileged ULP interactions with the RNI C Engi ne that
could affect other ULPs MJST be done using the Resource Manager
as a proxy.

2. Al ULP resource allocation requests for scarce resources MJST
al so be done using a Privil eged Resource Manager

3. The Privileged Resource Manager MJST NOT assume that different
ULPs share Partial Miutual Trust unless there is a mechanismto
ensure that the ULPs do indeed share partial nutual trust.

4. |If Non-Privileged ULPs are supported, the Privil eged Resource
Manager MJST verify that the Non-Privileged ULP has the right to
access a specific Data Buffer before allow ng an STag for which
the ULP has access rights to be associated with a specific Data
Buf f er.

5. The Privil eged Resource Manager MJST control the allocation of CQ
entries.

6. The Privil eged Resource Manager SHOULD prevent a Local Peer from
allocating nore than its fair share of resources.
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7. RDMA Read Request Queue resource consunption MJST be controlled
by the Privil eged Resource Manager such that RDMAP/ DDP Streans
that do not share Partial Mitual Trust do not share RDVA Read
Request Queue resources.

8. If an RNIC provides the ability to share receive buffers across
multiple Streans, the conbination of the RNIC and the Privil eged
Resour ce Manager MJST be able to detect if the Renpbte Peer is
attenpting to consune nore than its fair share of resources so
that the Local Peer can apply counterneasures to detect and
prevent the attack

8.2. Security Services for RDVAP

RDVAP is using |IP-based network services to control, read, and wite
data buffers over the network. Therefore, all exchanged control and
data packets are vul nerable to spoofing, tanpering, and information

di scl osure attacks.

RDVAP Streans that are subject to inpersonation attacks or Stream

hi j acki ng attacks can be authenticated, have their integrity
protected, and be protected fromreplay attacks. Furthernore,
confidentiality protection can be used to protect from eavesdropping.

8.2.1. Available Security Services

The | Psec protocol suite [RFC2401] defines strong countermnmeasures to
protect an |IP stream fromthose attacks. Several |evels of

protection can guarantee session confidentiality, per-packet source
aut henti cation, per-packet integrity, and correct packet sequencing.

RDVAP security may al so profit from SSL or TLS security services
provi ded for TCP-based ULPs [ RFC4346]. Used underneath RDVAP, these
security services also provide for stream authentication, data
integrity, and confidentiality. As discussed in [ RDVASEC],
limtations on the maxi num packet Iength to be carried over the
network and potentially inefficient out-of-order packet processing at
the data sink make SSL and TLS | ess appropriate for RDVAP than I Psec.

If SSL is layered on top of RDMAP, SSL does not protect the RDVAP
headers. Thus, a man-in-the-m ddle attack can still occur by

nodi fyi ng the RDVAP header to incorrectly place the data into the
wrong buffer, thus effectively corrupting the data stream

By remmi ning i ndependent of ULP and LLP security protocols, RDVAP
will benefit fromcontinuing inprovenents at those |layers. Users are
provided flexibility to adapt to their specific security requirenents
and the ability to adapt to future security challenges. Gven this,
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the vulnerabilities of RDVMAP to active third-party interference are
no greater than any other protocol running over an LLP such as TCP or
SCTP.

8.2.2. Requirements for |Psec Services for RDVAP

Because | Psec is designed to secure arbitrary |IP packet streans,
i ncludi ng streans where packets are | ost, RDVAP can run on top of
| Psec without any change. | Psec packets are processed (e.qg.
integrity checked and possibly decrypted) in the order they are
received, and an RDVMAP Data Sink will process the decrypted RDVA
Messages contained in these packets in the sane manner as RDVA
Messages contained in unsecured |IP packets.

The | P Storage working group has defined the normative | Psec
requirenments for I P Storage [ RFC3723]. Portions of this
specification are applicable to the RDMAP. In particular, a
conpliant inplenentation of |Psec services for RDMAP MJST neet the
requirements as outlined in Section 2.3 of [RFC3723]. W thout
replicating the detailed discussion in [RFC3723], this includes the
foll ow ng requirenents:

1. The inplenentati on MUST support |Psec ESP [ RFC2406], as well as
the replay protection nmechanisns of |IPsec. Wen ESP is utilized,
per - packet data origin authentication, integrity, and replay
protection MJST be used.

2. It MJIST support ESP in tunnel node and MAY inplenment ESP in
transport node.

3. It MJIST support | KE [ RFC2409] for peer authentication
negoti ati on of security associations, and key nmanagenent, using
the | Psec DO [ RFC2407].

4., |t MJIST NOT interpret the receipt of a | KE Phase 2 del ete nessage
as a reason for tearing down the RDVAP stream Since |Psec
accel eration hardware may only be able to handle a linited nunber
of active |IKE Phase 2 SAs, idle SAs may be dynami cally brought
down, and a new SA be brought up again, if activity resunes.

5. It MJST support peer authentication using a pre-shared key, and
MAY support certificate-based peer authentication using digital
signatures. Peer authentication using the public key encryption
nmet hods [ RFC2409] SHOULD NOT be used.
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6. It MJIST support |KE Main Mode and SHOULD support Aggressive Mode.
| KE Mai n Mode with pre-shared key authenticati on SHOULD NOT be
used when either of the peers uses a dynamically assigned IP
addr ess.

7. Wen digital signatures are used to achi eve authentication,
either I KE Main Mode or | KE Aggressive Mode MAY be used. In
t hese cases, an | KE negotiator SHOULD use I KE Certificate Request
Payl oad(s) to specify the certificate authority (or authorities)
that are trusted in accordance with its local policy. [IKE
negoti ators SHOULD check the pertinent Certificate Revocation
List (CRL) before accepting a PKI certificate for use in IKE s
aut henti cati on procedures.

8. Access to locally stored secret information (pre-shared or
private key for digital signing) nust be suitably restricted,
since conprom se of the secret information nullifies the security
properties of the I KE/ I Psec protocols.

9. It MIST follow the guidelines of Section 2.3.4 of [RFC3723] on
the setting of | KE paranmeters to achieve a high | evel of
interoperability wi thout requiring extensive configuration.

Furthernore, inplenmentati on and depl oynent of the |Psec services for
RDDP shoul d follow the Security Considerations outlined in Section 5
of [RFC3723].

9. | ANA Consi derati ons

Thi s docunent requests no direct action fromIANA  The follow ng
consideration is listed here as commentary.

| f RDVAP was enabled a priori for a ULP by connecting to a well-known
port, this well-known port would be registered for the RDVAP with

| ANA. The registration of the well-known port will be the
responsibility of the ULP specification.
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Appendi x A, DDP Segnent Fornats for RDVA Messages

This appendix is for information only and is NOT part of the
standard. It sinply depicts the DDP Segnent format for the various
RDVA Messages.

A. 1. DDP Segnent for RDVA Wite
The followi ng figure depicts an RDVA Wite, DDP Segment:

0 1 2 3

01234567890123456789012345678901
T ol I I ks s (T S S
| DDP Control | RDVA Control |

il s T T S S S S S i N T i ST S S S S S e e L T 2

| Data Sink STag

i S I i s ST T S R o

Data Si nk Tagged O f set

RDVA Wite ULP Payl oad
/ /

I

+
I I
+ +
I I
T T S T S S e T S S S e s S S
I I
/ /
I I
+ +

T I S T S s ST S S e T A Sp S

Figure 11: RDVA Wite, DDP Segment For mat
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A. 2. DDP Segnent for RDMA Read Request
The followi ng figure depicts an RDMA Read Request, DDP Segnent:

0 1 2 3
01234567890123456789012345678901
T ol I I ks s (T S S
| DDP Control | RDVA Control |
i T i i e S I ih s o S S ™
| Reserved (Not Used) |
i T i i e S I ih s o S S ™
| DDP ( RDMA Read Request) Queue Nunber |
i T i i e S I ih s o S S ™
| DDP ( RDMA Read Request) Message Sequence Number |
i T i i e S I ih s o S S ™
| DDP ( RDMA Read Request) Message O f set |
i T i i e S I ih s o S S ™
| Data Sink STag (SinkSTag) |
i T i i e S I ih s o S S ™

I
Data Sink Tagged O fset (SinkTO +
I

B i o T i i i S I T sl e S
RDMA Read Message Size ( RDVARDSZ) |
B i o T i i i S I T sl e S

Dat a Source STag (SrcSTag) |
T T T T S T T ot SIS U SN S S S S T ST S SIS S S S

Dat a Source Tagged O fset (SrcTO

T+ +—

+
T T S e T S S S T o S i S e i Tk S S S

Figure 12: RDVA Read Request, DDP Segnent fornat
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A. 3. DDP Segnent for RDVA Read Response
The followi ng figure depicts an RDMA Read Response, DDP Segnent:

0 1 2 3
01234567890123456789012345678901
T ol I I ks s (T S S
| DDP Control | RDVA Control |
il s T T S S S S S i N T i ST S S S S S e e L T 2
Data Sink STag
i S S i i T s ST U SR Y S SR T S S S e S
Data Sink Tagged O f set
RDVMA Read Response ULP Payl oad
/ /

I I
+ +
I I
+ +
I I
T T T S S T S S S s ks sl s S S S SRt
I I
/ /
I I
+ +

B S R T e s T e S e R S R R I R N T s sl s I S g
Figure 13: RDVMA Read Response, DDP Segnent For mat

A. 4. DDP Segnent for Send and Send with Solicited Event

The following figure depicts a Send and Send with Solicited
Request, DDP Segnent:

0 1 2 3
01234567890123456789012345678901
T ol I I ks s (T S S
| DDP Control | RDVA Control |
il s T T S S S S S i N T i ST S S S S S e e L T 2
| Reserved (Not Used) |
il s T T S S S S S i N T i ST S S S S S e e L T 2
| (Send) Queue Number |
il s T T S S S S S i N T i ST S S S S S e e L T 2
| (Send) Message Sequence Number |
il s T T S S S S S i N T i ST S S S S S e e L T 2
| (Send) Message O fset |
il s T T S S S S S i N T i ST S S S S S e e L T 2
| Send ULP Payl oad |
/1 11

T T S T S S e T S S S e s S S

Figure 14: Send and Send with Solicited Event, DDP Segnment For mat
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A. 5.

DDP Segnent for Send with Invalidate and Send with SE and
I nval i date

The following figure depicts a Send with Invalidate and Send with

Sol

0
0

icited and Invalidate Request, DDP Segment:

1 2 3
1234567890123456789012345678901
T S S S S T ol i 3
| DDP Control | RDVA Control |

T I T T I A LT mi ST S S S S

| nval i dat e STag |

T T S i S e e i S S S T ol S S S

(Send) Queue Number |

T T S i o S S e T Sl S S S S Tt s S

(Send) Message Sequence Number |

T T S i S e T i S T sl s oo S S S

(Send) Message O fset |

T T S T S S e T Sl S S S S S A

I
/1

Send ULP Payl oad |
11

T T S T S S e T S S S e s S S

Figure 15: Send with Invalidate and Send with SE and I nvali date,

Reci o,

DDP Segment For mat
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DDP Segnment for Term nate

The followi ng figure depicts a Term nate, DDP Segnent:

0

1 2

ober 2007

3

01234567890123456789012345678901

e i Al S S Y S S
| DDP Control | RDVA Contr

+- +- +
ol |

T S S S T S T o S S e e it Sl S S S S SEpt S

Reserved (Not Used)

T T S T T S e T i S R A S B S At

DDP (Term nate) Queue Nunmber

T T S T T S e i i S S S S S R T ok

DDP (Term nate) Message Sequence Number

T T S T T S S i o S N S S S S S S

DDP (Term nate) Message O f set

i T S i i s ST Y Sy Y S T S T S
Terni nate Contr ol | Reserved

i T S i i s ST Y Sy Y S T S T S
DDP Segnment Length (if any) |

I I i s S I S S

~

+_+_\_-I|-_+_+_
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Term nat ed DDP Header (if any)

T S S T o 2 S S e s Sui SIS S S S SE S

Term nat ed RDVA Header (if any)

T S S T o 2 S S e s Sui SIS S S S SE S

Figure 16: Term nate, DDP Segnent For mat

St andards Track

rtr +t f
+ o+ o+ 4+
1 1 1 1

+
1
+
1

+
1
+
1

~

+—+— "+ +—+— +— +— +— +— +— +

+
1
+
1

[ Page 58]



RFC 5040

Appendi

X B.

RDMA Pr ot oco

Speci fication

Ordering and Conpl etion Tabl e

Cct ober

2007

The followi ng table sunmari zes the ordering relationships that are

defined in Section 5.5,
st andpoi nt of the | ocal

peer

"Ordering and Conpl etions”,
i ssuing the two Operations.

fromthe

Not e t hat

in the table that foll ows, Send includes Send, Send with |nvalidate,

Send with Solicited Event,

| nval i dat e.
______ Fo e oo oo -
First | Later
O I O

I
______ Fo e oo oo -
Send | Send

I

I

I

I
______ Fo e oo oo -
Send | RDMA

| Wite

I

I

I
______ Fo e oo oo -
Send | RDMA

| Read

I

I

I

I

I

I

I
______ Fo e oo oo -
RDVA | Send
Wite |

I

I

Reci o, et al.

A,
| Pl acenent |
| guarantee at |
| Renote Peer |
I I
A,
| No pl acenent |
| guarantee. If |
| guarantee is |
| necessary, see |
| footnote 1. |
A,
| No pl acenent |
| guarantee. If |
| guarantee is |
| necessary, see |
| footnote 1. |
A,
No pl acenent
guar ant ee
bet ween Send
Payl oad and

Request Header

I
I
I
| RDVA Read
I
I
I
I

f oot note 1.

A,
| No pl acenent |
| guarantee. If |
| guarantee is |
| necessary, see |
I I

Pl acenent |
guar ant ee at |
Local Peer |

I

RDVA Read |
Response |
Payl oad wil | |
not be placed |
at the | ocal |
peer until the |
Send Payl oad i s|
pl aced at the |
Renpt e Peer |

Not applicable |

St andards Track

and Send with Solicited Event and

Ordering
guar ant ee at
Renpt e Peer

Conpl eted in
order.

RDVA Read
Response
Message wil |
not be
generated unti
Send has been
Conpl et ed

Not applicable
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------ S
RDVA | RDMA | No pl acenent | Not applicable | Not applicable
Wite | Wite | guarantee. |f | |

| | guarantee is | |

| | necessary, see | |

| | footnote 1. | |
------ S
RDVA | RDMA | No pl acenent | RDVA Read | Not applicable
Wite | Read | guarantee | Response |

| | between RDVA | Payl oad will |

| | Wite Payload | not be placed |

| | and RDMA Read | at the | ocal |

| | Request Header | peer until the |

| | | RDVA Wite |

| | | Payload is |

| | | placed at the |

| | | Renote Peer |
------ S
RDMA | Send | No pl acenent | Send Payload | Not applicable
Read | | guarantee | may be placed |

| | between RDMA | at the renpte |

| | Read Request | peer before the|

| | Header and Send| RDMA Read |

| | payl oad | Response is |

| | | generated. |

| | | I'f guarantee is|

| | | necessary, see |

| | | footnote 2. |
------ S
RDIVA RDIVA No pl acenent RDVA Wite Not applicable
Read Wite guar ant ee Payl oad may be

I I I
I I I
| between RDMA | placed at the |
| Read Request | Renote Peer |
| Header and RDVA| before the RDVA|
| Wite payload | Read Response |
| | is generated. |
| | If guarantee is|
| | necessary, see |
| | footnote 2. |
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------ S
RDVA | RDVMA | No pl acenent | No pl acement | Second RDVA
Read | Read | guarantee of | guarantee of | Read Response

| | the two RDOMA | the two RDMVA | will not be

| | Read Request | Read Response | generated unti

| | Headers | Payl oads. | first RDVA Read

| | Additionally, | | Response is

| | there is no | | generated.

| | guarantee that | |

| | the Tagged | |

| | Buffers | |

| | referenced in | |

| | the RDVA Read | |

| | will be read in| |

| | order | |

Figure 17: COperation O dering

Footnote 1: |If the guarantee is necessary, a ULP may insert an RDVA

Read operation and wait for it to conplete to act as a Fence.

Footnote 2: If the guarantee is necessary, a ULP may wait for the
RDVA Read operation to conplete before perforning the Send.
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Copi es of IPR disclosures nmade to the | ETF Secretariat and any
assurances of licenses to be nmade available, or the result of an
attenpt nmade to obtain a general |icense or permission for the use of
such proprietary rights by inplenmenters or users of this
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copyrights, patents or patent applications, or other proprietary
rights that nmay cover technol ogy that nay be required to inplenment
this standard. Please address the information to the |IETF at
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