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MPLS Mul ti cast Encapsul ations
Status of This Meno

Thi s docunment specifies an Internet standards track protocol for the
Internet conmunity, and requests di scussion and suggestions for

i nprovenents. Please refer to the current edition of the "Internet
O ficial Protocol Standards" (STD 1) for the standardization state
and status of this protocol. Distribution of this meno is unlimnited.

Abstract

RFC 3032 established two data Iink |ayer codepoints for MPLS, used to
di stingui sh whether the data link |ayer frame is carrying an MPLS

uni cast or an MPLS nulticast packet. However, this usage was never
depl oyed. This specification updates RFC 3032 by redefining the
nmeani ng of these two codepoints. Both codepoints can now be used to
carry multicast packets. The second codepoint (formerly the

"mul ticast codepoint") is nowto be used only on nultiaccess nedia,
and it is to nean "the top |abel of the follow ng | abel stack is an
upstream assi gned | abel ".

RFC 3032 does not specify the destination address to be placed in the
"MAC DA" (Medium Access Layer Destination Address) field of an
ethernet franme that carries an MPLS multicast packet. This docunent
provi des that specification

Thi s docunent updates RFC 3032 and RFC 4023.
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1. Introduction

RFC 3031 [ RFC3031] defines the "Next Hop Label Forwarding Entry"
(NHLFE). The NHLFE for a particular |abel maps the | abel into a next
hop (anong other things). Wen an MPLS packet is received, its top

| abel is mapped to an NHLFE, and the packet is sent to the next hop
speci fied by the NHLFE

We define a particular MPLS | abel to be a "nulticast label" in a
particular context if the NHLFE to which it is mapped, in that
context, specifies a set of next hops, with the semantics that the
packet is to be replicated and a copy of the packet sent to each of
the specified next hops. Note that this definition acconmodates the
case where the set of next hops contains a single nmenber. What mnakes
a label a nmulticast label in a particular context is the semantics

attached to the set, i.e., the intention to replicate the packet and
transmt to all nmenbers of the set if the set has nore than one
nmemnber.

RFC 3032 [ RFC3032] established two data |ink |ayer codepoints for
MPLS: one to indicate that the data link layer frame is carrying an
MPLS uni cast packet, and the other to indicate that the data link

| ayer frame is carrying an MPLS nulticast packet. The term
"mul ti cast packet" is not precisely defined in RFC 3032, though one
may presume that the "multicast” codepoint is intended to identify
the packet’'s top |label as a nmulticast |abel. However, the nulticast
codepoi nt has never been depl oyed, and further devel opnent of the
procedures for MPLS multicast have shown that, while there is a need
for two codepoints, the use of the two codepoints is not properly
captured by RFC 3032.
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In particular, there is no need for the codepoint to indicate whether
the top MPLS label is a nulticast |abel. When the receiver of an
MPLS packet |ooks up the top label, the NHLFE will specify whether or
not the label is a nmulticast |abel.

Thi s docunent updates RFC 3032 and RFC 4023 by re-specifying the use
of the codepoints. The old use of the "nulticast codepoint", as
specified in those two RFCs, is hereby deprecated.

Note that an inplenmentation that does MPLS nulticast according to RFC
3032 and/or 4023 will be unable to interoperate with inplenentations
that do MPLS nulticast according to this docunent. There nay be somne
depl oyed platforns that support the deprecated use of the codepoints,
but those platfornms do not support the control plane nmechanisns to
support MPLS nulticast. The absence of the control plane wll

prevent a systemthat inplenents the deprecated use of codepoints
fromattenpting to interoperate with a systemthat uses the
codepoints as specified herein. (If an MPLS nulticast control plane
were to be inplenmented on a platformthat only supports the
deprecated codepoint, interoperability problems such as bl ack hol es
and/ or msrouting would arise. This does not seemlike a potenti al
problemin practice.)

Whil e RFC 3032 allows an MPLS packet to be carried in an ethernet
multicast frame, it fails to specify how the Medi um Access Layer
Destination Address (MAC DA) field is to be set in that case. This
docunent provides that specification.

2. Specification of Requirenents

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in [ RFC2119].

3. Upstream Assi gned vs. Downstream Assi gned

Suppose a | abel ed packet P is sent from Label Sw tching Router (LSR)
Rl to LSR R2, where Rl puts label L on the packet’'s |abel stack, and
R2 has to | ook up label L in order to determ ne the correspondi ng
Forwar di ng Equi val ence O ass (FEC), call it F.

I f the binding between L and F was made by R2 and advertised to Ri,
then the | abel binding is known as "downstream assi gned". RFC 3031
only di scusses downstream assi gned | abel bi ndi ngs.

I f the binding between L and F was made by Rl and advertised to R2,
then the | abel binding is known as "upstream assi gned".
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If the binding between L and F was nade by a third party, say R3, and
then advertised to both Rl and R2, we also refer to the | abel binding
as "upstream assi gned".

Upstream assi gned | abels are not required to cone fromthe sane

"l abel space" as downstream assigned | abels. See Section 3.14 of

[ RFC3031] and especially [RFC5331] for a discussion of the notion of
"| abel space". The procedures for properly interpreting an upstream
assi gned | abel are given in [ RFC5331].

If Ru and Rd are LSP adjacencies, then they transmt an MPLS packet
to each other through one of the follow ng nechani sns:

1. by putting the MPLS packet in a data link |layer frame and
transnitting the frane,

2. by transmitting the MPLS packet through an MPLS tunnel, i.e.,
by pushing an additional |abel (or |abels) onto the |abe
stack, and then invoking nechanism 1, or

3. by transmitting the MPLS packet through an I P-based tunne
(e.g., via RFC 4023 [ RFC4023]), and then invoking nmechanisns 1
and/ or 2.

In short, an MPLS packet is transmitted through a data |ink, through
an MPLS tunnel, or through an IP tunnel. In any of those cases, when
t he packet energes through the tunnel, the downstream LSR nust know
whet her the |abel that now appears at the top of the | abel stack has
an upstream assi gned | abel binding or a downstream assi gned | abel

bi nding. For convenience, we wll speak of a label with an
upstream assi gned | abel binding as an "upstream assi gned | abel ".

Under certain conditions, specified below, multicast |abels MAY be
upstream assigned. The ability to use upstream assigned |abels is an
OPTI ONAL feature. Upstream assigned | abel s MJST NOT be used unl ess
it is known that the downstream LSR supports them How this is known
is outside the scope of this docunent.

Thi s docunent mekes no changes to the procedures regardi ng uni cast
| abel s.

We discuss three different types of data |ink or tunnel
- Point-to-Point. A point-to-point data link or tunnel associates

two systens, such that transnissions on that |ink or tunnel nade
by one are received by the other, and only by the other.
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For a given direction of a given point-to-point data |ink or
tunnel, the follow ng MUST be the case: either every MPLS
packet will carry an upstream assi gned |abel, or else every MLS
packet will carry a downstream assigned | abel. The procedures
for deternining whether upstream assi gned or downstream assi gned
| abel s are being used are outside the scope of this

speci fication. However, in the absence of any other

i nformation, the use of downstream assigned | abel s MJST be
presunmed by default.

- Point-to-Multipoint. A point-to-nultipoint |ink or tunnel
associ ates n systens, such that only one of themcan transmt
onto the link or tunnel, and the transni ssions may be received
by the other n-1 systens.

The top | abels (before applying the data |ink or tunnel
encapsul ation) of all MPLS packets that are transmtted on a
particular point-to-multipoint data |ink or tunnel MJST be of
the sanme type; either all upstream assigned or all downstream
assigned. This neans that all the receivers on the MPLS or |IP
tunnel nust know a priori whether upstream assigned or
downst r eam assi gned | abels are being used in the tunnel. How
this is known is outside the scope of this docunent.

- Miltipoint-to-Miltipoint. A nultipoint-to-nultipoint link or
tunnel associates n systems, such that any of them can transnit
on the link or tunnel, and the transmni ssions may be received by
the other n-1 systens.

If MPLS packets are transmitted on a particular multipoint-to-
mul tipoint link or tunnel, one of the follow ng scenarios
appl i es:

1. It is known (by nethods outside the scope of this docunent)
that the top | abel of every MPLS packet on the |ink or
tunnel is downstream assi gned.

2. It is known (by nethods outside the scope of this docunent)
that the top | abel of every MPLS packet on the link or
tunnel is upstream assi gned.

3. Sone MPLS packets on the link nay have upstream assi gned top
| abel s while sone may have downstreantassi gned top | abels.
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If (and only if) the third scenario applies, the data |link or
tunnel encapsul ati on MJST provi de a codepoint that specifies

whet her the top | abel of the encapsul ated MPLS packet is

upst ream assi gned or downstream assigned. |If a particular type of
data link or tunnel does not provide such a codepoint, then the
third scenari o MUST NOT be used.

The remai nder of this docunent specifies procedures for setting the
data link | ayer codepoints and address fi el ds.

4. Ethernet Codepoints
Et hernet is an exanple of a multipoint-to-nultipoint data |ink.

Et hertype 0x8847 is used whenever a unicast ethernet frame carries an
MPLS packet .

Et hertype 0x8847 is al so used whenever a nulticast ethernet frane
carries an MPLS packet, EXCEPT for the case where the top | abel of
the MPLS packet has been upstream assi gned.
Et hertype 0x8848, formerly known as the "MPLS nulticast codepoint”,
is to be used only when an MPLS packet whose top |abel is upstream
assigned is carried in a nulticast ethernet frane.

5. PPP Protocol Field
PPP is an exanple of a point-to-point data |link. Wen a PPP franme is
carrying an MPLS packet, the PPP Protocol field is always set to
0x0281.

6. GRE Protocol Type
RFC 4023 is nodified as described bel ow
If the I P destination address of the Generic Routing Encapsul ation
(GRE) is a unicast |IP address, then the ethertype val ue 0x8847 MJUST
be used in all cases for the MPLS-in-GRE encapsul ati on.

If the I P destination address of the GRE encapsulation is a nulticast
| P address, then:

- the ethertype val ue 0x8847 MJST be used when the top | abel of
the encapsul ated MPLS packet is downstream assi gned,

- the ethertype val ue 0x8848 MJST be used when the top | abel of
the encapsul ated MPLS packet is upstream assi gned.
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Thr ough procedures that are outside the scope of this specification
it may be known that if the destination address of a CRE packet is a
mul ticast | P address, then the top | abel of the GRE payload is
upstream assigned. |In such a case, the occurrence of the 8847
codepoint in a CGRE packet with a nulticast destination |IP address
MJUST be considered an error, and the packet MJST be di scarded.

7. | P Protocol Nunber

RFC 4023 is nmodified as follows: the | Pv4 Protocol Nunber field or
the | Pv6 Next Header field is always set to 137, whether or not the
encapsul ated MPLS packet is an MPLS multicast packet.

If the I P destination address of the |IP encapsulation is an IP
mul ti cast address, the IP tunnel may be considered to be a point-to-
mul ti point tunnel or a nmultipoint-to-nultipoint tunnel. 1In either
case, either all encapsul ated MPLS packets in the particular tunnel
have a downstream assigned | abel at the top of the stack, or al
encapsul ated MPLS packets in that tunnel have an upstream assi gned

| abel at the top of the stack. The nmeans by which this is determ ned
for a particular tunnel is outside the scope of this specification

8. Ethernet MAC DA for Multicast MPLS

When an LSR transmits a nulticast MPLS packet in a nmulticast ethernet
frame, it MJST set the MAC Destination Address to the val ue

01- 00- 5e-8v-wx-yz, where vwxyz is a 20-bit (five-nibble) value set as
foll ows:

1. vwyz MAY be set to O,

2. vwxyz MAY be set to the value of one of the MPLS | abels on the
packet’s | abel stack

Whi ch of these procedures is the default procedure in any particul ar
LSR i s inplenmentation-dependent. However, LSRs using the two

di fferent procedures MJST interoperate. That is, an LSR MJUST NOT
filter packets for which vwxyz has been set to zero, and it MJST NOT
indiscrimnately filter all packets for which vwyz has not been set
to zero.

If an LSR follows the procedure of setting vwyz to the val ue of one
of the MPLS | abels on the packet’s | abel stack, and if that | abe
stack contains two or nore | abels, then by default, vwyz MJST be set
to the value of the second MPLS | abel on the packet’s |abel stack.

By "the second | abel”, we nean the label that is in the | abel stack
entry that inmmediately follows the topnost | abel stack entry. The
LSR MAY, if configured to do so, allow a | abel other than the second
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10.

to be used for this purpose. |If the MPLS packet has only one | abel,
the value of that |abel will be used instead of the value of the
(non-exi stent) second | abel.

It is expected that the LSRwill follow the procedures of [RFC5331],
pushing on two | abels, with the topnost | abel being a "context | abel™
that is the same for all MPLS packets being transmtted by the LSR
onto the ethernet, but with the second | abel being different for
different LSPs. Thus, if the MAC DA value is a function of the
second | abel, nore of the LSP-specific information about the packet
appears in the MAC DA field. This can be used to filter multicast
packets with "unexpected" non-zero val ues of vwxyz. Further

di scussion of such filtering or its uses is outside the scope of this
docunent .

The use of ethernet and/or |IP broadcast addresses (as distinguished
frommulticast addresses) does not fall within the scope of this
speci ficati on.

| ANA Consi der ati ons

| ANA al ready owns the set of ethernet nulticast addresses in the
range 01-00-5e-00-00-00 to 01-00-5e-ff-ff-ff. Addresses in the range
01- 00- 5e-00-00-00 to 01-00-5e-7f-ff-ff are already reserved for use
when an ethernet nulticast frane carries an I P nmulticast packet.

| ANA has reserved ethernet addresses in the range 01-00-5e-80-00-00
to 01-00-5e-8f-ff-ff for use when an ethernet nulticast frame carries
an MPLS nulticast packet. Addresses in this range are valid when
used with ethertype 8847 or 8848.

As this docunment nodifies the usage of ethertypes 8847 and 8848, | ANA
has changed the description of these ethertypes as foll ows.

Et hertype 8847 is defined as "MPLS', as defined in RFC 3032 and in
this docunent. Ethertype 8848 is defined as "MPLS with upstream
assigned |l abel", as defined in this docunent.

Security Considerations
The security considerations of RFC 3032 and RFC 4023 apply.
Mal i ci ous changi ng of the codepoint nmay result in loss or msrouting
of packets. However, altering the codepoint without also altering
the |l abel does not result in a predictable effect.
Mal i ci ous alteration of the MAC DA on an ethernet can result in

packets being received by a third party, rather than by the intended
recipi ent.
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Ful I Copyright Statenent
Copyright (C) The I ETF Trust (2008).

This docunent is subject to the rights, licenses and restrictions
contained in BCP 78, and except as set forth therein, the authors
retain all their rights.

Thi s docunent and the information contained herein are provided on an
"AS | S" basis and THE CONTRI BUTOR, THE ORGANI ZATI ON HE/ SHE REPRESENTS
OR IS SPONSORED BY (IF ANY), THE I NTERNET SOCI ETY, THE | ETF TRUST AND
THE | NTERNET ENG NEERI NG TASK FORCE DI SCLAI M ALL WARRANTI ES, EXPRESS
OR | MPLI ED, | NCLUDI NG BUT NOT LI M TED TO ANY WARRANTY THAT THE USE OF
THE | NFORMATI ON HEREI N W LL NOT | NFRI NGE ANY RI GHTS OR ANY | MPLI ED
WARRANTI ES OF MERCHANTABI LI TY OR FI TNESS FOR A PARTI CULAR PURPCSE.

Intell ectual Property

The | ETF takes no position regarding the validity or scope of any
Intell ectual Property Rights or other rights that m ght be clained to
pertain to the inplenentation or use of the technol ogy described in
this docunent or the extent to which any |icense under such rights

m ght or might not be available; nor does it represent that it has
made any independent effort to identify any such rights. |Information
on the procedures with respect to rights in RFC docunents can be
found in BCP 78 and BCP 79.

Copi es of IPR disclosures nmade to the | ETF Secretariat and any
assurances of licenses to be nmade available, or the result of an
attenpt nmade to obtain a general |icense or permission for the use of
such proprietary rights by inplenmenters or users of this

speci fication can be obtained fromthe | ETF on-line |IPR repository at
http://ww.ietf.org/ipr.

The IETF invites any interested party to bring to its attention any
copyrights, patents or patent applications, or other proprietary
rights that nmay cover technol ogy that nay be required to inplenment
this standard. Please address the information to the |IETF at
ietf-ipr@etf.org.
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