Net wor k Wor ki ng Group R Vida, Ed.

Request for Coments: 3810 L. Costa, Ed.
Updat es: 2710 LI P6
Cat egory: Standards Track June 2004

Mul ticast Listener Discovery Version 2 (M.Dv2) for |Pv6
Status of this Meno

Thi s docunment specifies an Internet standards track protocol for the
Internet conmunity, and requests di scussion and suggestions for

i nprovenents. Please refer to the current edition of the "Internet
O ficial Protocol Standards" (STD 1) for the standardization state
and status of this protocol. Distribution of this meno is unlimnited.

Copyright Notice
Copyright (C The Internet Society (2004).
Abstract

Thi s docunent updates RFC 2710, and it specifies Version 2 of the
Mul ti cast Listener Discovery Protocol (M.Dv2). MD is used by an

| Pv6 router to discover the presence of multicast |isteners on
directly attached links, and to discover which nulticast addresses
are of interest to those nei ghboring nodes. MDv2 is designed to be
interoperable with M.Dvl. MDv2 adds the ability for a node to
report interest in listening to packets with a particular nulticast
address only from specific source addresses or fromall sources
except for specific source addresses.
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1. Introduction

The Multicast Listener Discovery Protocol (MD) is used by |IPv6
routers to discover the presence of nulticast listeners (i.e., nodes
that wish to receive multicast packets) on their directly attached
links, and to discover specifically which nmulticast addresses are of
interest to those neighboring nodes. Note that a nulticast router
may itself be a listener of one or nmore nulticast addresses; in this
case it performs both the "nmulticast router part” and the "nulticast
address listener part" of the protocol, to collect the nmulticast
listener informati on needed by its nulticast routing protocol on the
one hand, and to informitself and other neighboring multicast
routers of its listening state on the other hand.

Thi s docunent specifies Version 2 of MLD. The previous version of
M.D is specified in [RFC2710]. In this docunment we will refer to it
as M.Dvl. MDv2 is a translation of the | GWv3 protocol [RFC3376]
for I Pv6 semantics.

The M.Dv2 protocol, when conpared to M.Dvl, adds support for "source
filtering", i.e., the ability for a node to report interest in
listening to packets *only* from specific source addresses, as
required to support Source-Specific Miulticast [ RFC3569], or from *al
but* specific source addresses, sent to a particular nulticast
address. M.Dv2 is designed to be interoperable with MDvl.
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The capitalized key words "MJST", "MJST NOT*, "REQUI RED', "SHALL",
"SHALL NOT", "SHOULD', "SHOULD NOT", "RECOMMVENDED', "MAY", and
"OPTIONAL" in this docunment are to be interpreted as described in

[ RFC2119]. Due to the lack of italics, enphasis is indicated herein
by bracketing a word or phrase in "*" characters. Furthernore,
square brackets are used to denote the value of the encl osed

vari abl e, as opposed to the variable itself, witten wthout
brackets.

2. Protocol Overvi ew

This section gives a brief description of the protocol operation. The
foll owi ng sections present the protocol details.

M.D is an asynmetric protocol; it specifies separate behaviors for
mul ti cast address listeners (i.e., hosts or routers that listen to
mul ti cast packets) and nulticast routers. The purpose of MLDis to
enabl e each nulticast router to learn, for each of its directly
attached |inks, which nulticast addresses and whi ch sources have
interested listeners on that link. The information gathered by M.D
is provided to whichever nulticast routing protocol is used by the
router, in order to ensure that multicast packets are delivered to
all links where there are listeners interested in such packets.

Mul ticast routers only need to know that *at |east one* node on an
attached link is listening to packets for a particular multicast
address, froma particular source; a multicast router is not required
to *individually* keep track of the interests of each nei ghboring
node. (Neverthel ess, see Appendix A2 item 1 for discussion.)

A multicast router performs the *router part* of the M.Dv2 protoco
(described in details in section 7) on each of its directly attached
links. If a multicast router has nore than one interface connected
to the sane link, it only needs to operate the protocol on one of
those interfaces. The router behavi or depends on whether there are
several nulticast routers on the same subnet, or not. |If that is the
case, a querier election nmechanism (described in section 7.6.2) is
used to elect a single nulticast router to be in Querier state. This
router is called the Querier. Al nmulticast routers on the subnet
listen to the nessages sent by nulticast address listeners, and

mai ntain the same nulticast listening information state, so that they
can take over the querier role, should the present Querier fail
Neverthel ess, only the Querier sends periodical or triggered query
nmessages on the subnet, as described in section 7. 1.
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A multicast address listener perforns the *listener part* of the
M_Dv2 protocol (described in details in section 6) on all interfaces
on which nulticast reception is supported, even if nore than one of
those interfaces are connected to the sane |ink

2.1. Building Miulticast Listening State on Multicast Address Listeners

Upper - | ayer protocols and applications that run on a nulticast
address listener node use specific service interface calls (described
in section 3) to ask the IP layer to enable or disable reception of
packets sent to specific nulticast addresses. The node keeps
Mul ti cast Address Listening state for each socket on which the
service interface calls have been invoked (section 4.1). |In addition
to this per-socket nmulticast listening state, a node nust al so

mai ntain or conpute nulticast listening state for each of its
interfaces (section 4.2). Conceptually, that state consists of a set
of records, with each record containing an | Pv6 nulticast address, a
filter node, and a source list. The filter node may be either

| NCLUDE or EXCLUDE. In I NCLUDE nopde, reception of packets sent to
the specified nulticast address is enabled *only* fromthe source
addresses listed in the source list. |In EXCLUDE node, reception of
packets sent to the given nmulticast address is enabled from al

source addresses *except* those listed in the source list.

At nost one record per nulticast address exists for a given
interface. This per-interface state is derived fromthe per-socket
state, but may differ fromit when different sockets have differing
filter nodes and/or source lists for the same nulticast address and
interface. After a nulticast packet has been accepted from an
interface by the IP layer, its subsequent delivery to the application
connected to a particular socket depends on the nulticast |istening
state of that socket (and possibly also on other conditions, such as
what transport-layer port the socket is bound to). Note that M.Dv2
nmessages are not subject to source filtering and nmust always be
processed by hosts and routers.

2.2. Exchangi ng Messages between the Querier and the Listening Nodes

There are three types of M.Dv2 query nessages: General Queries,
Mul ti cast Address Specific Queries, and Milticast Address and Source
Specific Queries. The Querier periodically sends CGeneral Queries, to
learn nulticast address listener information froman attached |ink.
These queries are used to build and refresh the Multicast Address

Li stener state inside all nulticast routers on the |ink

Nodes respond to these queries by reporting their per-interface

Mul ti cast Address Listening state, through Current State Report
nmessages sent to a specific multicast address all M.Dv2 routers on
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the link listen to. On the other hand, if the listening state of a
node changes, the node i medi ately reports these changes through a

St ate Change Report nmessage. The State Change Report contains either
Filter Mode Change records, Source List Change records, or records of
both types. A detailed description of the report nessages is
presented in section 5.2.12.

Both router and listener state changes are nmainly triggered by the
expiration of a specific timer, or the reception of an M.D nessage
(l'istener state change can be also triggered by the invocation of a
service interface call). Therefore, to enhance protocol robustness,
in spite of the possible unreliability of nessage exchanges, nessages
are retransmtted several tines. Furthernore, tinmers are set so as
to take into account the possible nessage |osses, and to wait for
retransm ssions.

Peri odi cal Ceneral Queries and Current State Reports do not apply
this rule, in order not to overload the link; it is assuned that in
general these nessages do not generate state changes, their main
purpose being to refresh existing state. Thus, even if one such
nmessage is lost, the corresponding state will be refreshed during the
next reporting period.

As opposed to Current State Reports, State Change Reports are
retransmitted several tinmes, in order to avoid them being mssed by
one or nore nulticast routers. The nunber of retransm ssions depends
on the so-call ed Robustness Variable. This variable allows tuning
the protocol according to the expected packet loss on a link. If a
link is expected to be lossy (e.g., a wireless connection), the value
of the Robustness Variable may be increased. MD is robust to

[ Robust ness Vari abl e]-1 packet |osses. This docunent recomends a
default value of 2 for the Robustness Variable (see section 9.1).

If nore changes to the same per-interface state entry occur before
all the retransm ssions of the State Change Report for the first
change have been conpl eted, each additional change triggers the

i medi ate transm ssion of a new State Change Report. Section 6.1
shows how the content of this new report is conputed. Retransmn ssions
of the new State Change Report will be scheduled as well, in order to
ensure that each instance of state change is transnitted at | east

[ Robust ness Vari abl e] tinmes.

If a node on a link expresses, through a State Change Report, its
desire to no longer listen to a particular nulticast address (or
source), the Querier nust query for other listeners of the multicast
address (or source) before deleting the nmulticast address (or source)
fromits Miulticast Address Listener state and stopping the
corresponding traffic. Thus, the Querier sends a Milticast Address
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Specific Query to verify whether there are nodes still listening to a
specified nmulticast address or not. Simlarly, the Querier sends a
Mul ti cast Address and Source Specific Query to verify whether, for a
specified nmulticast address, there are nodes still listening to a
specific set of sources, or not. Section 5.1.13 describes each query
in nmore detail.

Both Multicast Address Specific Queries and Milticast Address and
Source Specific Queries are only sent in response to State Change
Reports, never in response to Current State Reports. This

di stinction between the two types of reports is needed to avoid the
router treating all Milticast Listener Reports as potential changes
in state. By doing so, the fast |eave nmechani smof MDv2, described
in mre detail in section 2.2, mght not be effective if a State
Change Report is lost, and only the following Current State Report is
received by the router. Nevertheless, it avoids an increased
processing at the router and it reduces the MD traffic on the |ink
More details on the necessity of distinguishing between the two
report types can be found in Appendi x Al.

Nodes respond to the above queries through Current State Reports,
that contain their per-interface Miulticast Address Listening state
only for the nmulticast addresses (or sources) being queried.

As stated earlier, in order to ensure protocol robustness, all the
queries, except the periodical General Queries, are retransnitted
several tinmes within a given tine interval. The nunber of
retransm ssi ons depends on the Robustness Variable. If, while
schedul i ng new queries, there are pending queries to be retransnitted
for the sane nulticast address, the new queries and the pending
queries have to be nmerged. |In addition, host reports received for a
mul ti cast address with pending queries may affect the contents of
those queries. The process of building and maintaining the state of
pendi ng queries is presented in section 7.6. 3.

Protocol robustness is also enhanced through the use of the S flag
(Suppress Router-Side Processing). As described above, when a
Mul ti cast Address Specific or a Miulticast Address and Source Specific
Query is sent by the Querier, a nunmber of retransm ssions of the
gquery are scheduled. In the original (first) query the Sflag is
clear. Wen the Querier sends this query, it lowers the tinmers for
the concerned nulticast address (or source) to a given val ue;
simlarly, any non-querier nulticast router that receives the query
lowers its timers in the same way. Nevertheless, while waiting for

t he next schedul ed queries to be sent, the Querier may receive a
report that updates the tinmers. The schedul ed queries still have to
be sent, in order to ensure that a non-querier router keeps its state
synchroni zed with the current Querier (the non-querier router m ght
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have m ssed the first query). Nevertheless, the tiners should not be
| onered again, as a valid answer was already received. Therefore, in
subsequent queries the Querier sets the S flag.

2.3. Building Miulticast Address Listener State on Milticast Routers

Mul ticast routers that inplenment M.Dv2 (whether they are in Querier
state or not) keep state per nulticast address per attached |ink.
This nulticast address listener state consists of a Filter Mde, a
Filter Timer, and a Source List, with a tiner associated to each
source fromthe list. The Filter Mdde is used to sunmarize the tota
listening state of a nulticast address to a mininum set, such that
all nodes’ listening states are respected. The Filter Mde may
change in response to the reception of particular types of report
nmessages, or when certain timer conditions occur.

A router is in INCLUDE node for a specific nulticast address on a
given interface if all the listeners on the link interested in that
address are in | NCLUDE node. The router state is represented through
the notation INCLUDE (A), where Ais a list of sources, called the
"I'nclude List". The Include List is the set of sources that one or
nore listeners on the link have requested to receive. All the
sources fromthe Include List will be forwarded by the router. Any
ot her source that is not in the Include List will be blocked by the
router.

A source can be added to the current Include List if a listener in

| NCLUDE node sends a Current State or a State Change Report that

i ncludes that source. Each source fromthe Include List is
associated with a source tiner that is updated whenever a listener in
| NCLUDE node sends a report that confirnms its interest in that
specific source. |If the timer of a source fromthe Include List
expires, the source is deleted fromthe Include List.

Besides this "soft |eave" nmechanism there is also a "fast | eave"
scheme in M.Dv2; it is also based on the use of source tinmers. When
a node in I NCLUDE node expresses its desire to stop listening to a
specific source, all the multicast routers on the link | ower their
timers for that source to a given value. The Querier then sends a
Mul ti cast Address and Source Specific Query, to verify whether there

are other listeners for that source on the link, or not. |If a report
that includes this source is received before the tinmer expiration
all the multicast routers on the link update the source tiner. |If

not, the source is deleted fromthe Include List. The handling of
the I nclude List, according to the received reports, is detailed in
Tables 7.4.1 and 7.4. 2.

Vida & Costa St andar ds Track [ Page 7]



RFC 3810 M.Dv2 for | Pv6 June 2004

A router is in EXCLUDE node for a specific nulticast address on a
given interface if there is at least one listener in EXCLUDE node for
that address on the link. Wen the first report is received from
such a listener, the router sets the Filter Tiner that corresponds to
that address. This tinmer is reset each time an EXCLUDE node |i stener
confirms its listening state through a Current State Report. The
timer is also updated when a listener, fornerly in I NCLUDE node,
announces its filter node change through a State Change Report
message. |If the Filter Timer expires, it neans that there are no
nore listeners in EXCLUDE node on the link. |In this case, the router
switches back to I NCLUDE node for that nulticast address.

When the router is in EXCLUDE node, the router state is represented
by the notation EXCLUDE (X, Y), where X is called the "Requested List"
and Y is called the "Exclude List". Al sources, except those from
the Exclude List, will be forwarded by the router. The Requested
Li st has no effect on forwarding. Nevertheless, the router has to
mai ntai n the Requested List for two reasons:

0 To keep track of sources that listeners in I NCLUDE node listen to.
This is necessary to assure a seanless transition of the router to
| NCLUDE nmode, when there is no listener in EXCLUDE node |eft.

This transition should not interrupt the flow of traffic to
listeners in I NCLUDE node for that nulticast address. Therefore,
at the time of the transition, the Requested List should contain
the set of sources that nodes in |INCLUDE node have explicitly
request ed.

When the router switches to | NCLUDE node, the sources in the
Requested List are noved to the Include List, and the Exclude List
is deleted. Before switching, the Requested List can contain an

i nexact guess of the sources listeners in I NCLUDE node listen to -

nm ght be too large or too small. These inexactitudes are due to
the fact that the Requested List is also used for fast blocking
pur poses, as described below. |If such a fast blocking is

requi red, sone sources nay be deleted fromthe Requested List (as
shown in Tables 7.4.1 and 7.4.2) in order to reduce router state.
Nevert hel ess, in each such case the Filter Tiner is updated as
well. Therefore, listeners in | NCLUDE node will have enough tine,
before an eventual switching, to reconfirmtheir interest in the
el i m nated source(s), and rebuild the Requested List accordingly.
The protocol ensures that when a switch to | NCLUDE node occurs,
the Requested List will be accurate. Details about the transition
of the router to I NCLUDE npode are presented in Appendi x A3.

0o To allowthe fast blocking of previously unblocked sources. |If

the router receives a report that contains such a request, the
concerned sources are added to the Requested List. Their timers
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are set to a given small value, and a Multicast Address and Source
Specific Query is sent by the Querier, to check whether there are
nodes on the link still interested in those sources, or not. |If
no node announces its interest in receiving those specific source,
the timers of those sources expire. Then, the sources are noved
fromthe Requested List to the Exclude List. Fromthen on, the
sources will be blocked by the router

The handling of the EXCLUDE node router state, according to the
received reports, is detailed in Tables 7.4.1 and 7.4. 2.

Both the M.Dv2 router and |istener behaviors described in this
docunent were defined to ensure backward interoperability with MDvl
hosts and routers. Interoperability issues are detailed in section
8.

3. The Service Interface for Requesting |P Milticast Reception

Wthin an | P system there is (at |east conceptually) a service

i nterface used by upper-1layer protocols or application prograns to
ask the IP layer to enable or disable reception of packets sent to
specific IP nmulticast addresses. 1In order to take full advantage of
the capabilities of M.Dv2, a node’'s |IP service interface nust support
the foll owi ng operation

| Pv6Mul ticastListen ( socket, interface, IPv6 nulticast address,
filter node, source list )

wher e:

0 "socket" is an inplenmentation-specific paraneter used to
di stingui sh anong different requesting entities (e.g., prograns,
processes) within the node; the socket paranmeter of BSD Unix
systemcalls is a specific exanple.

o "interface" is a local identifier of the network interface on
whi ch reception of the specified nulticast address is to be
enabl ed or disabled. Interfaces may be physical (e.g., an

Et hernet interface) or virtual (e.g., the endpoint of a Frane
Relay virtual circuit or an IP-in-1P "tunnel™). An inplenmentation
may all ow a special "unspecified" value to be passed as the

i nterface paraneter, in which case the request would apply to the
"primary" or "default" interface of the node (perhaps established
by system configuration). |If reception of the same nmulticast
address is desired on nore than one interface, |IPv6MilticastListen
is invoked separately for each desired interface.
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o "IPv6 nulticast address"” is the nulticast address to which the
request pertains. |If reception of nore than one nulticast address
on a given interface is desired, IPv6MilticastListen is invoked
separately for each desired address.

o "filter node" may be either I NCLUDE or EXCLUDE. |In | NCLUDE node,
reception of packets sent to the specified nulticast address is
requested *only* fromthe source addresses listed in the source
list parameter. |n EXCLUDE node, reception of packets sent to the
given multicast address is requested fromall source addresses
*except* those listed in the source |ist paraneter.

0 "source list" is an unordered |ist of zero or nore unicast
addresses from which nmulticast reception is desired or not
desired, depending on the filter nbode. An inplenentation MAY
inmpose a limt on the size of source lists. Wen an operation
causes the source list size linmt to be exceeded, the service
interface SHOULD return an error.

For a given conbi nati on of socket, interface, and |IPv6 nulti cast
address, only a single filter node and source list can be in effect
at any one tine. Nevertheless, either the filter node or the source
list, or both, may be changed by subsequent | Pv6MilticastListen
requests that specify the sane socket, interface, and | Pv6 multicast
address. Each subsequent request conpletely replaces any earlier
request for the given socket, interface, and nulticast address.

The M.Dv1l protocol did not support source filters, and had a sinpler
service interface; it consisted of Start Listening and Stop Listening
operations to enable and disable listening to a given nulticast
address (from*all* sources) on a given interface. The equival ent
operations in the new service interface are as foll ows:

The Start Listening operation is equivalent to:

| Pv6Mul ticastListen ( socket, interface, IPv6 nulticast address,
EXCLUDE, {} )

and the Stop Listening operation is equivalent to:

| Pv6Mul ticastListen ( socket, interface, IPv6 nulticast address,
| NCLUDE, {} )

where {} is an enpty source list.

An exanple of an APl that provides the capabilities outlined in this
service interface is given in [ RFC3678].
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4.

4.

4.

Mul ticast Listening State Maintained by Nodes
1. Per-Socket State

For each socket on which | Pv6MilticastListen has been invoked, the
node records the desired nulticast listening state for that socket.
That state conceptually consists of a set of records of the form

(interface, I1Pv6 nulticast address, filter node, source list)

The per-socket state evolves in response to each invocation of
| Pv6Mul ticastLi sten on the socket, as foll ows:

o If the requested filter node is | NCLUDE *and* the requested source
list is enpty, then the entry that corresponds to the requested
interface and nulticast address is deleted, if present. |If no
such entry is present, the request has no effect.

o If the requested filter node is EXCLUDE *or* the requested source
list is non-enpty, then the entry that corresponds to the
requested interface and multicast address, if present, is changed
to contain the requested filter nbde and source list. [If no such
entry is present, a new entry is created, using the paraneters
specified in the request.

2. Per-Interface State

In addition to the per-socket nulticast |listening state, a node nust
al so maintain or conpute multicast listening state for each of its
interfaces. That state conceptually consists of a set of records of
the form

(I1Pv6 nulticast address, filter node, source list)

At nost one record per nulticast address exists for a given
interface. This per-interface state is derived fromthe per-socket
state, but may differ fromit when different sockets have differing
filter nodes and/or source lists for the same nulticast address and
interface. For exanple, suppose one application or process invokes
the followi ng operation on socket sl

| Pv6Mul ticastListen ( sl1, i, m INCLUDE, {a, b, c} )
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requesting reception on interface i of packets sent to multicast
address m *only* if they come fromthe sources a, b, or c. Suppose
anot her application or process invokes the foll owing operation on
socket s2:

| Pv6Mul ticastListen ( s2, i, m INCLUDE, {b, c, d} )

requesting reception on the same interface i of packets sent to the
same nulticast address m *only* if they conme fromsources b, ¢, or

d. In order to satisfy the reception requirenents of both sockets,

it is necessary for interface i to receive packets sent to mfrom any
one of the sources a, b, c, or d. Thus, in this exanple, the
listening state of interface i for multicast address mhas filter
node | NCLUDE and source list {a, b, c, d}.

After a multicast packet has been accepted froman interface by the
| P layer, its subsequent delivery to the application or process that
listens on a particular socket depends on the nulticast |istening
state of that socket (and possibly also on other conditions, such as
what transport-layer port the socket is bound to). So, in the above
exanmple, if a packet arrives on interface i, destined to nulticast
address m with source address a, it nay be delivered on socket sl
but not on socket s2. Note that M.Dv2 nessages are not subject to
source filtering and nmust al ways be processed by hosts and routers.

Requiring the filtering of packets based upon a socket’s multicast
reception state is a new feature of this service interface. The
previ ous service interface described no filtering based upon
multicast listening state; rather, a Start Listening operation on a
socket sinply caused the node to start to listen to a nulticast
address on the given interface; packets sent to that multicast
address could be delivered to all sockets, whether they had started
to listen or not.

The general rules for deriving the per-interface state fromthe per-
socket state are as follows: for each distinct (interface, |Pv6
mul ti cast address) pair that appears in any per-socket state, a per-
interface record is created for that nulticast address on that
interface. Considering all socket records that contain the same
(interface, IPv6 nmulticast address) pair,

o if *any* such record has a filter node of EXCLUDE, then the filter
nmode of the interface record is EXCLUDE, and the source list of
the interface record is the intersection of the source lists of
all socket records in EXCLUDE node, m nus those source addresses
that appear in any socket record in | NCLUDE node. For exanple, if
the socket records for nulticast address mon interface i are:

Vida & Costa St andards Track [ Page 12]



RFC 3810 M.Dv2 for | Pv6 June 2004

fromsocket sl1: ( i, m EXCLUDE, {a, b, c, d} )
fromsocket s2: ( i, m EXCLUDE, {b, ¢, d, e} )
fromsocket s3: ( i, m |INCLUDE, {d, e, f} )

then the corresponding interface record on interface i is:

( m EXCLUDE, {b, c} )
If a fourth socket is added, such as:
From socket s4: ( i, m EXCLUDE, {} )
then the interface record becones:
( m EXCLUDE, {} )

o if *all* such records have a filter node of |INCLUDE, then the
filter nbode of the interface record is | NCLUDE, and the source
list of the interface record is the union of the source lists of
all the socket records. For exanple, if the socket records for
mul ti cast address mon interface i are:

fromsocket s1: ( i, m INCLUDE, {a, b, c} )
fromsocket s2: ( i, m |INCLUDE, {b, c, d} )
fromsocket s3: ( i, m |INCLUDE, {e, f} )

then the corresponding interface record on interface i is:
( m INCLUDE, {a, b, c, d, e, f} )

An i nmpl enmentati on MJUST NOT use an EXCLUDE interface record for a

mul ticast address if all sockets for this nulticast address are in

| NCLUDE state. |If systemresource limts are reached when a per-
interface state source list is calculated, an error MJST be returned
to the application which requested the operation.

The above rules for deriving the per-interface state are
(re)eval uat ed whenever an | Pv6Mil ticastListen invocation nodifies the
per-socket state by adding, deleting, or nodifying a per-socket state
record. Note that a change of the per-socket state does not
necessarily result in a change of the per-interface state.

5. Message Formats
M.Dv2 is a sub-protocol of |ICWv6, that is, MDv2 nessage types are a
subset of |1 CWPv6 nmessages, and M.Dv2 nessages are identified in | Pv6

packets by a precedi ng Next Header value of 58. Al MDv2 nessages
described in this docunent MJST be sent with a link-local |Pv6 Source
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Address, an IPv6 Hop Limt of 1, and an | Pv6 Router Alert option

[ RFC2711] in a Hop-by-Hop Options header. (The Router Alert option
is necessary to cause routers to exanm ne M.Dv2 nessages sent to | Pv6
mul ti cast addresses in which the routers thensel ves have no
interest.) MDv2 Reports can be sent with the source address set to
t he unspecified address [ RFC3513], if a valid link-1ocal |IPv6 source
address has not been acquired yet for the sending interface. (See
section 5.2.13. for details.)

There are two M.D nessage types of concern to the M.Dv2 protoco
described in this docunent:

0 Milticast Listener Query (Type = deci mal 130)

0 Version 2 Miulticast Listener Report (Type = decimal 143). See
section 11 for | ANA considerati ons.

To assure the interoperability with nodes that inplenment M.Dvl (see
section 8), an inplenentation of M.Dv2 nust al so support the
following two nmessage types:
o Version 1 Miulticast Listener Report (Type = decimal 131) [RFC2710]
o Version 1 Miulticast Listener Done (Type = decimal 132) [RFC2710]
Unrecogni zed nessage types MJUST be silently ignored. Oher nessage
types may be used by newer versions or extensions of MD, by
mul ticast routing protocols, or for other uses.
In this docunment, unless otherwi se qualified, the capitalized words
"Query" and "Report" refer to M.D Miulticast Listener Queries and M.D
Version 2 Milticast Listener Reports, respectively.

5.1. Muilticast Listener Query Message
Mul ticast Listener Queries are sent by multicast routers in Querier

State to query the nulticast |istening state of neighboring
interfaces. Queries have the follow ng format:
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0 1 2 3
01234567890123456789012345678901

T S T T s T T o S T o s st s U S S Y I o S S
| Type = 130 | Code | Checksum |
T S T T s T T o S T o s st s U S S Y I o S S
| Maxi mum Response Code | Reserved |
T S T T s T T o S T o s st s U S S Y I o S S
I I
* *
| _ |
* Mul ti cast Address *
I I
* *
I I
T S T T s T T o S T o s st s U S S Y I o S S
| Resv |S QRV | QC Nunber of Sources (N) |
T S T T s T T o S T o s st s U S S Y I o S S
I I
* *
I I
* Sour ce Address [1] *
I I
* *
I I
+- -+
I I
* *
I I
* Sour ce Address [ 2] *
I I
* *
I I
+- ) -+
+- -+
I I
* *
I I
* Source Address [N *
I I
* *
I I
T S T T s T T o S T o s st s U S S Y I o S S
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5.1.1. Code
Initialized to zero by the sender; ignored by receivers.
5.1.2. Checksum

The standard | CMPv6 checksum it covers the entire M.Dv2 nessage,

pl us a "pseudo- header" of |Pv6 header fields [RFC2463]. For
computi ng the checksum the Checksumfield is set to zero. Wen a
packet is received, the checksum MJST be verified before processing
it.

5.1.3. Maxi num Response Code

The Maxi mum Response Code field specifies the maxinumtine all owed
bef ore sending a responding Report. The actual tinme allowed, called
t he Maxi mum Response Delay, is represented in units of mlliseconds,
and is derived fromthe Maxi mum Response Code as foll ows:

I f Maxi nrum Response Code < 32768,
Maxi mum Response Del ay = Maxi num Response Code

I f Maxi num Response Code >=32768, Maxi mum Response Code represents a
fl oating-point value as follows:

0123456789 ABCDEF
T s S S T e e S N e S 3
| 1] exp | mant |
T s S S T e e S N e S 3

Maxi mum Response Delay = (mant | 0x1000) << (exp+3)
Smal | val ues of Maxi mum Response Del ay allow M.Dv2 routers to tune
the "l eave | atency" (the tinme between the nonment the |ast node on a
link ceases to listen to a specific nulticast address and the nonent
the routing protocol is notified that there are no nore listeners for
that address). Larger values, especially in the exponential range,
allow the tuning of the burstiness of MD traffic on a Iink

5.1.4. Reserved

Initialized to zero by the sender; ignored by receivers.
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5.1.5. Milticast Address

For a General Query, the Miulticast Address field is set to zero. For
a Miulticast Address Specific Query or Milticast Address and Source
Specific Query, it is set to the nulticast address being queried (see
section 5.1.10, below).

5.1.7. S Flag (Suppress Router-Side Processing)

When set to one, the S Flag indicates to any receiving nmulticast
routers that they have to suppress the nornal tiner updates they
perform upon hearing a Query. Nevertheless, it does not suppress the
querier election or the normal "host-side" processing of a Query that
a router may be required to performas a consequence of itself being
a multicast |istener.

5.1.8. @RV (Querier’s Robustness Vari abl e)

I f non-zero, the QRV field contains the [Robustness Variable] val ue
used by the Querier. |If the Querier’s [Robustness Variable] exceeds
7 (the maxi mum val ue of the QRV field), the QRV field is set to zero

Rout ers adopt the QRV value fromthe nost recently received Query as
their own [Robustness Variable] value, unless that nost recently
recei ved QRV was zero, in which case they use the default [Robustness
Variabl e] value specified in section 9.1, or a statically configured
val ue.

5,.1.9. QQC (Querier’'s Query Interval Code)

The Querier’s Query Interval Code field specifies the [Query
Interval] used by the Querier. The actual interval, called the
Querier’s Query Interval (QQ), is represented in units of seconds,
and is derived fromthe Querier’'s Query Interval Code as foll ows:

If QAC< 128, QU = QQC
If QA C >= 128, QA C represents a floating-point value as foll ows:
01234567
T S S S SR S R S
| 1| exp | mant |

I S S -

Q) = (mant | 0x10) << (exp + 3)
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Miul ticast routers that are not the current Querier adopt the QQ

val ue fromthe nost recently received Query as their own [Query
Interval] value, unless that nost recently received QJ was zero, in
whi ch case the receiving routers use the default [Query Interval]

val ue specified in section 9. 2.

5.1.10. Nunber of Sources (N)

The Nunmber of Sources (N) field specifies how many source addresses
are present in the Query. This nunber is zero in a General Query or
a Miulticast Address Specific Query, and non-zero in a Milticast
Address and Source Specific Query. This nunber is limted by the MU
of the link over which the Query is transmtted. For exanple, on an
Ethernet link with an MU of 1500 octets, the | Pv6 header (40 octets)
together with the Hop-By-Hop Extension Header (8 octets) that

i ncludes the Router Alert option consune 48 octets; the M.D fields up
to the Nunber of Sources (N) field consune 28 octets; thus, there are
1424 octets left for source addresses, which linits the nunber of
source addresses to 89 (1424/16).

5.1.11. Source Address [i]

The Source Address [i] fields are a vector of n unicast addresses,
where n is the value in the Nunber of Sources (N) field.

5.1.12. Additional Data

If the Payload Length field in the IPv6 header of a received Query
indicates that there are additional octets of data present, beyond
the fields described here, M.Dv2 inplenmentati ons MJIST include those
octets in the conputation to verify the received M.D Checksum but
MUST ot herwi se ignore those additional octets. Wen sending a Query,
an MLDv2 inpl ementati on MJST NOT include additional octets beyond the
fields described above.

5.1.13. Query Variants
There are three variants of the Query nessage:
0 A "General Query" is sent by the Querier to |learn which nmulticast
addresses have listeners on an attached link. In a General Query,

both the Miulticast Address field and the Number of Sources (N)
field are zero
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0o A "Milticast Address Specific Query" is sent by the Querier to
learn if a particular nmulticast address has any listeners on an
attached link. In a Milticast Address Specific Query, the
Mul ti cast Address field contains the nulticast address of
interest, while the Nunmber of Sources (N) field is set to zero.

o A "Milticast Address and Source Specific Query" is sent by the
Querier to learn if any of the sources fromthe specified list for
the particular nulticast address has any listeners on an attached
link or not. In a Milticast Address and Source Specific Query the
Miul ti cast Address field contains the nmulticast address of
interest, while the Source Address [i] field(s) contain(s) the
source address(es) of interest.

5.1.14. Source Addresses for Queries

Al'l M.Dv2 Queries MJIST be sent with a valid IPv6 link-local source

address. If a node (router or host) receives a Query nessage with

the I Pv6 Source Address set to the unspecified address (::), or any
other address that is not a valid IPv6 |link-local address, it MJST

silently discard the nmessage and SHOULD | og a war ni ng.

5.1.15. Destination Addresses for Queries

In M.Dv2, Ceneral Queries are sent to the link-scope all-nodes
mul ti cast address (FF02::1). Milticast Address Specific and
Mul ti cast Address and Source Specific Queries are sent with an IP
destinati on address equal to the nulticast address of interest.
*However*, a node MJST accept and process any Query whose | P
Destination Address field contains *any* of the addresses (unicast or
mul ticast) assigned to the interface on which the Query arrives. This
m ght be useful, e.g., for debuggi ng purposes.
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5.2. Version 2 Milticast Listener Report Message

Version 2 Milticast Listener Reports are sent by IP nodes to report
(to neighboring routers) the current nulticast listening state, or
changes in the nmulticast listening state, of their interfaces.
Reports have the follow ng format:

0 1 2 3

01234567890123456789012345678901
T S T T s T T o S T o s st s U S S Y I o S S
| Type = 143 | Reserved | Checksum |
T S T T s T T o S T o s st s U S S Y I o S S
| Reserved | Nr of Mcast Address Records (M|
T S T T s T T o S T o s st s U S S Y I o S S
I

I
Mul ti cast Address Record [1]
I I
T S T T s T T o S T o s st s U S S Y I o S S
I I
Mul ti cast Address Record [2]
I I
T i T R s s I T sl S ST Y S Y S S T S
I : I
I : I
T i T R s s I T sl S ST Y S Y S S T S
I I
Mul ti cast Address Record [M

T T T S i S S S S e T i T S S
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Each Multicast Address Record has the following internal format:

T S T T s T T o S T o s st s U S S Y I o S S
| Record Type | Aux Data Len | Nunber of Sources (N) |
T S T T s T T o S T o s st s U S S Y I o S S
I I
* *
| _ |
* Mul ti cast Address *
I I
* *
I I
T S T T s T T o S T o s st s U S S Y I o S S
I I
* *
I I
* Sour ce Address [1] *
I I
* *
I I
+- -+
I I
* *
I I
* Sour ce Address [ 2] *
I I
* *
I I
+- -+
+- -+
I I
* *
I I
* Source Address [N *
I I
* *
I I
T S T T s T T o S T o s st s U S S Y I o S S
I I

Auxi liary Data

T T T S i S S S S e T i T S S
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5.2.1. Reserved

The Reserved fields are set to zero on transm ssion, and ignored on
reception.

5.2.2. Checksum

The standard | CMPv6 checksum it covers the entire M.Dv2 nessage,

pl us a "pseudo- header" of |Pv6 header fields [RFC2460, RFC2463]. In
order to conpute the checksum the Checksumfield is set to zero.
When a packet is received, the checksum MJST be verified before
processing it.

5.2.3. Nr of Mast Address Records (M

The Nr of Mast Address Records (M field specifies how many
Mul ti cast Address Records are present in this Report.

5.2.4. Milticast Address Record

Each Multicast Address Record is a block of fields that contain
i nformation on the sender listening to a single nulticast address on
the interface fromwhich the Report is sent.

5.2.5. Record Type
It specifies the type of the Milticast Address Record. See section
5.2.12 for a detailed description of the different possible Record
Types.

5.2.6. Aux Data Len
The Aux Data Len field contains the length of the Auxiliary Data
Field in this Miulticast Address Record, in units of 32-bit words. It
may contain zero, to indicate the absence of any auxiliary data.

5.2.7. Nunber of Sources (N)

The Nunmber of Sources (N) field specifies how many source addresses
are present in this Milticast Address Record.

5.2.8. Milticast Address

The Multicast Address field contains the nulticast address to which
this Multicast Address Record pertains.
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5.2.9. Source Address [i]

The Source Address [i] fields are a vector of n unicast addresses,
where nis the value in this record s Nunmber of Sources (N field.

5.2.10. Auxiliary Data

The Auxiliary Data field, if present, contains additional information
that pertain to this Milticast Address Record. The protoco

specified in this docunent, MDv2, does not define any auxiliary
data. Therefore, inplenmentations of M.Dv2 MJST NOT incl ude any
auxiliary data (i.e., MJST set the Aux Data Len field to zero) in any
transnitted Multicast Address Record, and MJST ignore any such data
present in any received Milticast Address Record. The senantics and
the internal encoding of the Auxiliary Data field are to be defined
by any future version or extension of M.D that uses this field.

5.2.11. Additional Data

I f the Payload Length field in the | Pv6 header of a received Report
indicates that there are additional octets of data present, beyond
the last Multicast Address Record, M.Dv2 inplenmentations MJST include
those octets in the conputation to verify the received M.D Checksum
but MJST ot herw se ignore those additional octets. Wen sending a
Report, an M.Dv2 inplenmentati on MUST NOT include additional octets
beyond the last Milticast Address Record.

5.2.12. Milticast Address Record Types

There are a nunber of different types of Milticast Address Records
that nmay be included in a Report mnessage:

0 A "Current State Record" is sent by a node in response to a Query
received on an interface. It reports the current listening state
of that interface, with respect to a single nulticast address.
The Record Type of a Current State Record may be one of the
foll ow ng two val ues:

Val ue Nane and Meani ng
1 MODE_| S I NCLUDE - indicates that the interface has a filter
node of I NCLUDE for the specified multicast address. The
Source Address [i] fields in this Milticast Address Record
contain the interface’s source list for the specified
mul ti cast address. A MODE IS I NCLUDE Record is never sent
with an enpty source |ist.
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2 MODE | S EXCLUDE - indicates that the interface has a filter
node of EXCLUDE for the specified multicast address. The
Source Address [i] fields in this Milticast Address Record
contain the interface’s source list for the specified
mul ticast address, if it is non-enpty.

o A "Filter Mbde Change Record" is sent by a node whenever a | ocal
i nvocation of |Pv6MilticastListen causes a change of the filter
node (i.e., a change from | NCLUDE to EXCLUDE, or from EXCLUDE to
I NCLUDE) of the interface-level state entry for a particular
nmul ti cast address, whether the source |ist changes at the sane
time or not. The Record is included in a Report sent fromthe
i nterface on which the change occurred. The Record Type of a
Filter Mode Change Record nmay be one of the followi ng two val ues:

3 CHANGE_TO | NCLUDE_MODE - indicates that the interface has
changed to INCLUDE filter node for the specified multicast
address. The Source Address [i] fields in this Milticast
Address Record contain the interface’s new source |ist for
the specified nulticast address, if it is non-enpty.

4 CHANGE_TO EXCLUDE_MODE - indicates that the interface has
changed to EXCLUDE filter node for the specified multicast
address. The Source Address [i] fields in this Milticast
Address Record contain the interface’s new source |ist for
the specified nulticast address, if it is non-enpty.

0 A "Source List Change Record" is sent by a node whenever a |loca
i nvocation of |Pv6MilticastListen causes a change of source |i st
that is *not* coincident with a change of filter node, of the
interface-level state entry for a particular multicast address.
The Record is included in a Report sent fromthe interface on
whi ch the change occurred. The Record Type of a Source List
Change Record nay be one of the follow ng two val ues:

5 ALLOW NEW SOURCES - indicates that the Source Address [i]
fields in this Milticast Address Record contain a list of
the additional sources that the node wishes to listen to,
for packets sent to the specified nmulticast address. |If
the change was to an I NCLUDE source list, these are the
addresses that were added to the list; if the change was to
an EXCLUDE source |list, these are the addresses that were
deleted fromthe list.

6 BLOCK_OLD_SOURCES - indicates that the Source Address [i]
fields in this Milticast Address Record contain a list of
the sources that the node no |l onger wishes to listen to,
for packets sent to the specified nulticast address. |If the
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change was to an | NCLUDE source list, these are the
addresses that were deleted fromthe list; if the change
was to an EXCLUDE source list, these are the addresses that
were added to the list.

If a change of source list results in both allow ng new sources and
bl ocki ng ol d sources, then two Miulticast Address Records are sent for
the same nulticast address, one of type ALLOW NEW SOURCES and one of
type BLOCK_COLD_SOURCES

We use the term"State Change Record" to refer to either a Filter
Mbde Change Record or a Source List Change Record.

Mul ti cast Address Records with an unrecogni zed Record Type val ue MJST
be silently ignored, with the rest of the report being processed.

In the rest of this docunent, we use the follow ng notation to
describe the contents of a Multicast Address Record that pertains to
a particular nulticast address:

ISIN( x) - Type MODE_ IS INCLUDE, source addresses x

IS EX( x) - Type MODE_ IS EXCLUDE, source addresses x
TOIN( x ) - Type CHANGE_TO_ | NCLUDE_MODE, source addresses x
TOEX ( x ) - Type CHANGE_TO EXCLUDE_MODE, source addresses x
ALLON( x ) - Type ALLOW NEW SOURCES, source addresses X
BLOCK ( x ) - Type BLOCK OLD SOURCES, source addresses X

where X is either:

0 a capital letter (e.g., "A") to represent the set of source
addr esses,
or

0 a set expression (e.g., "A+B'), where "A+B" neans the uni on of
sets A and B, "A*B" neans the intersection of sets A and B, and

"A-B" neans the renpval of all elenents of set B fromset A
5.2.13. Source Addresses for Reports

An MLDv2 Report MJUST be sent with a valid IPv6 |ink-local source
address, or the unspecified address (::), if the sending interface
has not acquired a valid link-1ocal address yet. Sending reports
with the unspecified address is allowed to support the use of IP
mul ticast in the Neighbor Discovery Protocol [RFC2461]. For

statel ess autoconfiguration, as defined in [RFC2462], a node is
required to join several IPv6 nmulticast groups, in order to perform
Duplicate Address Detection (DAD). Prior to DAD, the only address
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the reporting node has for the sending interface is a tentative one,
whi ch cannot be used for comrunication. Thus, the unspecified
address nust be used.

On the other hand, routers MJST silently discard a nmessage that is
not sent with a valid link-1ocal address, w thout taking any action
on the contents of the packet. Thus, a Report is discarded if the
router cannot identify the source address of the packet as bel ongi ng
to a link connected to the interface on which the packet was
received. A Report sent with the unspecified address is al so

di scarded by the router. This enhances security, as unidentified
reporting nodes cannot influence the state of the M.Dv2 router(s).
Nevert hel ess, the reporting node has nodified its listening state for
mul ti cast addresses that are contained in the Milticast Address
Records of the Report nmessage. Fromnow on, it will treat packets
sent to those nulticast addresses according to this new |istening
state. Once a valid link-1ocal address is available, a node SHOULD
generate new M.Dv2 Report messages for all multicast addresses joined
on the interface.

5.2.14. Destination Addresses for Reports

Version 2 Milticast Listener Reports are sent with an | P destination
address of FF02:0:0:0:0:0:0:16, to which all MDv2-capable multicast
routers listen (see section 11 for | ANA considerations related to
this special destination address). A node that operates in version 1
conmpatibility node (see details in section 8) sends version 1 Reports
to the nulticast address specified in the Milticast Address field of
the Report. In addition, a node MJST accept and process any version
1 Report whose I P Destination Address field contains *any* of the

| Pv6 addresses (unicast or nulticast) assigned to the interface on
which the Report arrives. This mght be useful, e.g., for debugging
pur poses.

5.2.15. Milticast Listener Report Size

If the set of Milticast Address Records required in a Report does not
fit within the size linit of a single Report nessage (as determ ned
by the MIU of the link on which it will be sent), the Milticast
Address Records are sent in as many Report nessages as needed to
report the entire set.
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If a single Multicast Address Record contains so many source
addresses that it does not fit within the size limt of a single
Report nessage, then

o if its Typeis not IS EXor TOEX it is split into multiple
Mul ti cast Address Records; each such record contains a different
subset of the source addresses, and is sent in a separate Report.

o if its Type is IS EX or TOEX, a single Miulticast Address Record
is sent, with as many source addresses as can fit; the renaining
source addresses are not reported. Although the choice of which
sources to report is arbitrary, it is preferable to report the
same set of sources in each subsequent report, rather than
reporting different sources each tine.

6. Protocol Description for Miulticast Address Listeners

M.D is an asynmetric protocol, as it specifies separate behaviors for
mul ti cast address listeners -- that is, hosts or routers that listen
to nmulticast packets -- and nulticast routers. This section
describes the part of M.Dv2 that applies to all nulticast address
listeners. (Note that a nulticast router that is also a nulticast
address listener perfornms both parts of M.Dv2; it receives and it
responds to its own MD nessages, as well as to those of its

nei ghbors.) The multicast router part of M.Dv2 is described in
section 7.

A node perforns the protocol described in this section over al
interfaces on which nmulticast reception is supported, even if nore
than one of those interfaces are connected to the sane link

For interoperability with nulticast routers that run the M.Dvl
protocol, nodes maintain a Host Conpatibility Mdde variable for each
interface on which nmulticast reception is supported. This section
descri bes the behavior of multicast address |istener nodes on
interfaces for which Host Conpatibility Mode = M.Dv2. The al gorithm
for determ ning Host Conpatibility Mdde, and the behavior if its
value is set to M.Dvl, are described in section 8.

The link-scope all-nodes nmulticast address, (FF02::1), is handled as
a special case. On all nodes -- that is all hosts and routers,
including nulticast routers -- listening to packets destined to the
all -nodes nulticast address, fromall sources, is permanently enabl ed
on all interfaces on which nmulticast listening is supported. No MD
nmessages are ever sent regarding neither the |ink-scope all-nodes
mul ti cast address, nor any nulticast address of scope 0 (reserved) or
1 (node-Ilocal).
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There are three types of events that trigger M.Dv2 protocol actions
on an interface:

0 a change of the per-interface |listening state, caused by a | ocal
i nvocation of |Pv6MilticastListen;

o the firing of a specific tinmer;
0 the reception of a Query.

(Recei ved MLD nessages of types other than Query are silently
i gnored, except as required for interoperation with nodes that
i mpl ement MLDv1.)

The foll owi ng subsections describe the actions to be taken for each
case. Tinmer and counter nanmes appear in square brackets. Default
val ues for those tinmers and counters are specified in section 9.

6.1. Action on Change of Per-Interface State

An invocation of |Pv6MilticastLi sten nay cause the nmulticast
listening state of an interface to change, according to the rules in
section 4.2. Each such change affects the per-interface entry for a
single nulticast address.

A change of per-interface state causes the node to i Mmediately
transmt a State Change Report fromthat interface. The type and
contents of the Multicast Address Record(s) in that Report are
determ ned by conparing the filter nbde and source list for the
affected nmulticast address before and after the change, according to
the table below. If no per-interface state existed for that
mul ti cast address before the change (i.e., the change consisted of
creating a new per-interface record), or if no state exists after the
change (i.e., the change consisted of deleting a per-interface
record), then the "non-existent" state is considered to have an

I NCLUDE filter nbode and an enpty source list.

ad State New St at e St ate Change Record Sent
I NCLUDE (A) | NCLUDE ( B) ALLON (B-A), BLOCK (A B)
EXCLUDE (A) EXCLUDE ( B) ALLOW (A-B), BLOCK (B-A)
| NCLUDE ( A) EXCLUDE ( B) TO EX (B)
EXCLUDE (A) | NCLUDE (B) TO IN (B)
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If the conputed source list for either an ALLONor a BLOCK State
Change Record is enpty, that record is onitted fromthe Report.

To cover the possibility of the State Change Report being mssed by
one or nore mnulticast routers, [Robustness Variable] - 1

retransm ssions are schedul ed, through a Retransm ssion Tiner, at

i ntervals chosen at randomfromthe range (0, [Unsolicited Report
Interval]).

If nore changes to the sanme per-interface state entry occur before
all the retransm ssions of the State Change Report for the first
change have been conpl eted, each such additional change triggers the
i mredi ate transmni ssion of a new State Change Report.

The contents of the new Report are calculated as foll ows:

o As for the first Report, the per-interface state for the affected
nmul ti cast address before and after the |atest change is conpared.

o0 The records that express the difference are built according to the
tabl e above. Nevertheless, these records are not transmtted in a
separate nessage, but they are instead nerged with the contents of
the pending report, to create the new State Change Report. The
rules for calculating this nerged report are described bel ow

The transm ssion of the nerged State Change Report terninates
retransm ssions of the earlier State Change Reports for the same
mul ti cast address, and becones the first of [Robustness Variabl e]
transni ssions of the new State Change Reports. These transm ssions
are necessary in order to ensure that each instance of state change
is transmtted at | east [Robustness Variable] tines.

Each time a source is included in the difference report cal cul ated
above, retransnission state for that source needs to be naintained
until [Robustness Variable] State Change Reports have been sent by
the node. This is done in order to ensure that a series of
successi ve state changes do not break the protocol robustness.
Sources in retransm ssion state can be kept in a per nulticast
address Retransmission List, with a Source Retransni ssion Counter
associ ated to each source in the list. Wen a source is included in
the list, its counter is set to [Robustness Variable]. Each tine a
State Change Report is sent the counter is decreased by one unit.
When the counter reaches zero, the source is deleted fromthe

Ret ransmi ssion List for that nulticast address.

If the per-interface listening change that triggers the new report is

a filter node change, then the next [Robustness Variable] State
Change Reports will include a Filter Mode Change Record. This
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applies even if any nunber of source |list changes occur in that
period. The node has to maintain retransm ssion state for the
mul ti cast address until the [Robustness Variable] State Change
Reports have been sent. This can be done through a per nulticast
address Filter Mdde Retransm ssion Counter. \Wen the filter node

changes, the counter is set to [Robustness Variable]. Each tinme a
State Change Report is sent the counter is decreased by one unit.
When the counter reaches zero, i.e., [Robustness Variable] State

Change Reports with Filter Mdde Change Records have been transmitted
after the last filter node change, and if source |ist changes have
resulted in additional reports being schedul ed, then the next State
Change Report will include Source List Change Records.

Each time a per-interface listening state change triggers the

| medi ate transm ssion of a new State Change Report, its contents are
determ ned as follows. |If the report should contain a Filter Mde
Change Record, i.e., the Filter Mdde Retransni ssion Counter for that
mul ti cast address has a val ue higher than zero, then, if the current
filter node of the interface is INCLUDE, a TOIN record is included
inthe report; otherwise a TOEX record is included. |If instead the
report should contain Source List Change Records, i.e., the Filter
Mode Retransm ssion Counter for that multicast address is zero, an
ALLOW and a BLOCK record is included. The contents of these records
are built according to the table bel ow

Record Sour ces i ncl uded

TO IN Al in the current per-interface state that mnmust be
f or war ded

TO EX Al in the current per-interface state that mnmust be
bl ocked

ALLOW Al with retransmi ssion state (i.e., all sources fromthe
Retransmi ssion List) that nust be forwarded
BLOCK Al with retransmnission state that nust be bl ocked

If the conputed source list for either an ALLONor a BLOCK record is
enpty, that record is omtted fromthe State Change Report.

Note: Wen the first State Change Report is sent, the non-existent
pending report to merge with can be treated as a Source Change Report
with enpty ALLOW and BLOCK records (no sources have retransm ssion
state).

The buil ding of a schedul ed State Change Report, triggered by the

firing of a Retransmi ssion Tiner, instead of a per-interface
listening state change, is described in section 6.3.
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6.2. Action on Reception of a Query

Upon reception of an M.D nessage that contains a Query, the node
checks if the source address of the nessage is a valid link-1Iocal
address, if the Hop Limit is set to 1, and if the Router Alert option
is present in the Hop-By-Hop Options header of the |IPv6 packet. |If
any of these checks fails, the packet is dropped.

If the validity of the M.D nessage is verified, the node starts to
process the Query. Instead of responding i mediately, the node
delays its response by a random anount of tinme, bounded by the

Maxi mum Response Del ay val ue derived fromthe Mxi mum Response Code
in the received Query nmessage. A node may receive a variety of
Queries on different interfaces and of different kinds (e.g., Cenera
Queries, Milticast Address Specific Queries, and Miulticast Address
and Source Specific Queries), each of which may require its own

del ayed response.

Bef ore scheduling a response to a Query, the node rnust first consider
previ ously schedul ed pendi ng responses and, in many cases, schedule a
conbi ned response. Therefore, for each of its interfaces on which it
operates the listener part of the M.Dv2 protocol, the node must be
able to maintain the follow ng state:

o an Interface Tiner for scheduling responses to General Queries;

0 a Milticast Address Timer for scheduling responses to Milticast
Address (and Source) Specific Queries, for each nulticast address
the node has to report on;

0 a per-nulticast-address list of sources to be reported in response
to a Multicast Address and Source Specific Query.

Wien a new valid General Query arrives on an interface, the node
checks whether it has any per-interface listening state record to
report on, or not. Simlarly, when a new valid Milticast Address
(and Source) Specific Query arrives on an interface, the node checks
whether it has a per-interface listening state record that
corresponds to the queried nmulticast address (and source), or not. If
it does, a delay for a response is randonly selected in the range (0,
[ Maxi mum Response Del ay]), where Maxi mum Response Delay is derived
fromthe Maxi num Response Code inserted in the received Query
nmessage. The following rules are then used to determine if a Report
needs to be schedul ed or not, and the type of Report to schedul e.
(The rules are considered in order and only the first matching rule
is applied.)
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6.

1

3.

If there is a pending response to a previous General Query
schedul ed sooner than the selected delay, no additional response
needs to be schedul ed.

If the received Query is a CGeneral Query, the Interface Tiner is
used to schedul e a response to the General Query after the

sel ected delay. Any previously pending response to a General
Query is cancel ed.

If the received Query is a Milticast Address Specific Query or a
Mul ti cast Address and Source Specific Query and there is no
pendi ng response to a previous Query for this nulticast address,
then the Miulticast Address Tiner is used to schedule a report. |If
the received Query is a Milticast Address and Source Specific
Query, the list of queried sources is recorded to be used when
generating a response.

If there is already a pending response to a previous Query
schedul ed for this nulticast address, and either the new Query is
a Multicast Address Specific Query or the recorded source |ist
associated with the nulticast address is enpty, then the nulticast
address source list is cleared and a single response is schedul ed,
using the Miulticast Address Tinmer. The new response is schedul ed
to be sent at the earliest of the remaining tinme for the pending
report and the sel ected del ay.

If the received Query is a Milticast Address and Source Specific
Query and there is a pending response for this multicast address
with a non-enpty source list, then the nulticast address source
list is augnented to contain the |list of sources in the new Query,
and a single response is schedul ed using the Milticast Address
Timer. The new response is scheduled to be sent at the earliest
of the remaining tinme for the pending report and the sel ected

del ay.

Action on Tiner Expiration

There are several tiners that, upon expiration, trigger protoco
actions on an M.Dv2 Ml ticast Address Listener node. All these
actions are related to pending reports schedul ed by the node.

1

If the expired timer is the Interface Tinmer (i.e., thereis a
pendi ng response to a Ceneral Query), then one Current State
Record is sent for each multicast address for which the specified
interface has listening state, as described in section 4.2. The
Current State Record carries the nulticast address and its

Vida & Costa St andar ds Track [ Page 32]



RFC 3810 M.Dv2 for | Pv6 June 2004

associated filter node (MODE_I S | NCLUDE or MODE | S EXCLUDE) and
Source list. Miltiple Current State Records are packed into
i ndi vi dual Report nessages, to the extent possible.

This naive algorithmmay result in bursts of packets when a node
listens to a | arge nunber of nmulticast addresses. |Instead of
using a single Interface Timer, inplenentations are recomended to
spread transm ssion of such Report nessages over the interval (O,

[ Maxi mum Response Delay]). Note that any such inplenentati on MJST
avoi d the "ack-inplosion" problem i.e., MJST NOT send a Report

i medi ately upon reception of a General Query.

2. If the expired tiner is a Miulticast Address Tiner and the list of
recorded sources for that nulticast address is enpty (i.e., there
is a pending response to a Miulticast Address Specific Query), then
if, and only if, the interface has listening state for that
nmul ti cast address, a single Current State Record is sent for that
address. The Current State Record carries the nulticast address
and its associated filter nmode (MODE_I'S | NCLUDE or
MODE | S EXCLUDE) and source list, if any.

3. If the expired timer is a Multicast Address Timer and the |ist of
recorded sources for that nulticast address is non-enpty (i.e.
there is a pending response to a Miulticast Address and Source
Specific Query), then if, and only if, the interface has |istening
state for that nulticast address, the contents of the
corresponding Current State Record are deternined fromthe per-
interface state and the pendi ng response record, as specified in
the followi ng table:

set of sources in the
per-interface state pending response record Current State Record

| NCLUDE ( A) B IS IN (A*B)
EXCLUDE ( A) B IS IN (B-A)

If the resulting Current State Record has an enpty set of source
addresses, then no response is sent. After the required Report
nmessages have been generated, the source lists associated with any
reported nulticast addresses are cleared.

4. |If the expired timer is a Retransmi ssion Tinmer for a nulticast
address (i.e., there is a pending State Change Report for that
nmul ti cast address), the contents of the report are determ ned as
follows. |If the report should contain a Filter Mdde Change
Record, i.e., the Filter Mdde Retransni ssion Counter for that
nmul ti cast address has a val ue higher than zero, then, if the
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current filter node of the interface is INCLUDE, a TOIN record is
included in the report; otherwise a TO EX record is included. In
both cases, the Filter Mbde Retransmi ssion Counter for that
nmul ti cast address is decremented by one unit after the

transm ssion of the report.

If instead the report should contain Source List Change Records,
i.e., the Filter Mode Retransm ssion Counter for that nulticast
address is zero, an ALLOWand a BLOCK record is included. The
contents of these records are built according to the table bel ow

Record Sour ces i ncl uded

TOIN Al'l in the current per-interface state that mnust be
f orwar ded

TO EX All in the current per-interface state that mnust be
bl ocked

ALLOW All with retransni ssion state (i.e., all sources fromthe
Ret ransmi ssion List) that must be forwarded. For each
i ncluded source, its Source Retransn ssion Counter is
decreased with one unit after the transm ssion of the

report. |If the counter reaches zero, the source is
deleted fromthe Retransm ssion List for that nulticast
addr ess.

BLOCK All with retransni ssion state (i.e., all sources fromthe

Ret ransmi ssion List) that must be bl ocked. For each
i ncl uded source, its Source Retransm ssion Counter is
decreased with one unit after the transm ssion of the

report. If the counter reaches zero, the source is
deleted fromthe Retransmi ssion List for that nulticast
addr ess.

If the conputed source list for either an ALLONor a BLOCK record
is enpty, that record is omtted fromthe State Change Report.

7. Description of the Protocol for Milticast Routers

The purpose of MLDis to enable each nulticast router to learn, for
each of its directly attached links, which nmulticast addresses have
listeners on that link. MD version 2 adds the capability for a

mul ticast router to also | earn which *sources* have |isteners anong
t he nei ghbori ng nodes, for packets sent to any particular nulticast
address. The information gathered by MLD is provided to whi chever
mul ticast routing protocol is used by the router, in order to ensure
that nulticast packets are delivered to all links where there are
interested |isteners.
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This section describes the part of M.Dv2 that is performed by

mul ticast routers. Milticast routers nmay thensel ves becone mnulticast
address listeners, and therefore also performthe nulticast |istener
part of M.Dv2, described in section 6.

A multicast router perfornms the protocol described in this section
over each of its directly attached links. [If a nulticast router has
nmore than one interface to the sane link, it only needs to operate
this protocol over one of those interfaces.

For each interface over which the router operates the M.D protocol
the router nmust configure that interface to listen to all link-Iayer
mul ti cast addresses that can be generated by IPv6 nulticasts. For
exanpl e, an Ethernet-attached router must set its Ethernet address
reception filter to accept all Ethernet nulticast addresses that
start with the hexadeci mal val ue 3333 [RFC2464]; in the case of an

Et hernet interface that does not support the filtering of such a
mul ti cast address range, it must be configured to accept ALL Ethernet
mul ti cast addresses, in order to neet the requirenments of MD

On each interface over which this protocol is being run, the router
MUST enabl e reception of the link-scope "all M.Dv2-capable routers"”
mul ti cast address fromall sources, and MJST performthe nulticast
address listener part of M.Dv2 for that address on that interface.

Mul ticast routers only need to know that *at |east one* node on an
attached link listens to packets for a particular nulticast address
froma particular source; a multicast router is not required to
*individual |l y* keep track of the interests of each nei ghboring node.
(Nevert hel ess, see Appendix A2 item 1 for discussion.)

M.Dv2 is backward conpatible with the M.Dvl protocol. For a detailed
description of conpatibility issues see section 8.

7.1. Conditions for M.D Queries

The behavior of a router that inplenments the M.Dv2 protocol depends
on whether there are several nulticast routers on the sanme subnet, or
not. If it is the case, a querier election mechani sm (described in
section 7.6.2) is used to elect a single nulticast router to be in
Querier state. Al the nulticast routers on the subnet listen to the
nmessages sent by multicast address listeners, and naintain the sane
multicast listening information state, so that they can quickly and
correctly take over the querier functionality, should the present
Querier fail. Nevertheless, it is only the Querier that sends
periodical or triggered query nmessages on the subnet.
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The Querier periodically sends General Queries to request Milticast
Address Listener information froman attached link. These queries
are used to build and refresh the Miulticast Address Listener state of
routers on attached links.

Nodes respond to these queries by reporting their Milticast Address
Li stening state (and set of sources they listen to) with Current
State Multicast Address Records in M.Dv2 Multicast Listener Reports.

As a listener of a nulticast address, a node may express interest in
listening or not listening to traffic fromparticular sources. As
the desired listening state of a node changes, it reports these
changes using Filter Mode Change Records or Source List Change
Records. These records indicate an explicit state change in a

mul ticast address at a node in either the Milticast Address Record’'s
source list or its filter node. Wen Milticast Address Listening is
termnated at a node or traffic froma particular source is no |onger
desired, the Querier must query for other listeners of the multicast
address or of the source before deleting the nulticast address (or
source) fromits Multicast Address Listener state and pruning its
traffic.

To enable all nodes on a link to respond to changes in nulticast
address listening, the Querier sends specific queries. A Milticast
Address Specific Query is sent to verify that there are no nodes that
listen to the specified nmulticast address or to "rebuild" the
listening state for a particular nulticast address. Milticast
Address Specific Queries are sent when the Querier receives a State
Change Record indicating that a node ceases to listen to a multicast
address. They are also sent in order to enable a fast transition of
a router from EXCLUDE to | NCLUDE npde, in case a received State
Change Record notivates this action

A Miulticast Address and Source Specific Query is used to verify that
there are no nodes on a link which listen to traffic froma specific
set of sources. Milticast Address and Source Specific Queries I|ist
sources for a particular nulticast address which have been requested
to no longer be forwarded. This query is sent by the Querier in
order to learn if any node listens to packets sent to the specified
mul ti cast address, fromthe specified source addresses. Milticast
Address and Source Specific Queries are only sent in response to

St ate Change Records and never in response to Current State Records.
Section 5.1.13 describes each query in nore detail
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7.2. MD State Mintained by Multicast Routers

Mul ticast routers that inplenment the M.Dv2 protocol keep state per
mul ti cast address per attached link. This nmulticast address state
consists of a filter node, a list of sources, and various tiners. For
each attached link on which MDD runs, a nulticast router records the
listening state for that link. That state conceptually consists of a
set of records of the form

(I1Pv6 nulticast address, Filter Tiner,
Router Filter Mde, (source records) )

Each source record is of the form
(1 Pv6 source address, source tinmer)

If all sources for a nulticast address are |listened to, an enpty
source record list is kept with the Router Filter Mde set to
EXCLUDE. This neans that nodes on this |link want all sources for
this multicast address to be forwarded. This is the M.Dv2 equi val ent
of an MLDvl listening state.

7.2.1. Definition of Router Filter Mbde

To reduce internal state, M.Dv2 routers keep a filter node per

mul ticast address per attached link. This filter node is used to
summari ze the total listening state of a nulticast address to a

m ni nrum set such that all nodes’ listening states are respected. The
filter node may change in response to the reception of particular
types of Multicast Address Records or when certain tiner conditions
occur. In the followi ng sections, we use the term"Router Filter
Mode" to refer to the filter node of a particular nmulticast address
within a router. Section 7.4 describes the changes of the Router
Filter Mode per Milticast Address Record received.

A router is in INCLUDE node for a specific nulticast address on a
given interface if all the listeners on the link interested in that
address are in | NCLUDE node. The router state is represented through
the notation INCLUDE (A), where Ais called the "Include List". The
Include List is the set of sources that one or nore listeners on the
I ink have requested to receive. All the sources fromthe |Include
List will be forwarded by the router. Any other source that is not
in the Include List will be blocked by the router.

A router is in EXCLUDE node for a specific nulticast address on a
given interface if there is at |east one listener in EXCLUDE node
interested in that address on the link. Conceptually, when a
Mul ti cast Address Record is received, the Router Filter Mdde for that
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mul ti cast address is updated to cover all the requested sources using
the |l east anobunt of state. As a rule, once a Milticast Address
Record with a filter nbpde of EXCLUDE is received, the Router Filter
Mode for that rulticast address will be set to EXCLUDE. Nevert hel ess,
if all nodes with a nmulticast address record having filter nbde set
to EXCLUDE cease reporting, it is desirable for the Router Filter
Mode for that nulticast address to transition back to | NCLUDE node.
This transition occurs when the Filter Tiner expires, and is
explained in detail in section 7.5.

When the router is in EXCLUDE node, the router state is represented
t hrough the notation EXCLUDE (X Y), where X is called the "Requested
List" and Y is called the "Exclude List". Al sources, except those
fromthe Exclude List, will be forwarded by the router. The
Requested List has no effect on forwarding. Nevertheless, it has to
be mai ntai ned for several reasons, as explained in section 7.2.3.

The exact handling of both the | NCLUDE and EXCLUDE node router state,
according to the received reports, is presented in details in Tables
7.4.1 and 7. 4. 2.

7.2.2. Definition of Filter Tiners

The Filter Tinmer is only used when the router is in EXCLUDE node for
a specific multicast address, and it represents the tine for the
Router Filter Mdde of the nmulticast address to expire and switch to

| NCLUDE node. A Filter Tinmer is a decrenenting tiner with a | ower
bound of zero. One Filter Tiner exists per nulticast address record.
Filter Timers are updated according to the types of Milticast Address
Records recei ved.

If a Filter Timer expires, with the Router Filter Mde for that
mul ti cast address being EXCLUDE, it neans that there are no nore
listeners in EXCLUDE node on the attached link. At this point, the
router transitions to INCLUDE filter node. Section 7.5 describes the
actions taken when a Filter Tinmer expires while in EXCLUDE node.

The followi ng table sunmarizes the role of the Filter Tiner. Section

7.4 describes the details of setting the Filter Tinmer per type of
Mul ti cast Address Record received.
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Rout er Filter
Filter Mbde Ti mer Val ue Acti ons/ Comment s
| NCLUDE Not Used All listeners in
| NCLUDE node.
EXCLUDE Timer >0 At | east one |istener
i n EXCLUDE node.
EXCLUDE Ti mer == No nore listeners in

EXCLUDE npde for the
nmul ti cast address.

If the Requested List
is enpty, delete
Mul ti cast Address
Record. |If not, switch
to INCLUDE filter npde;
the sources in the
Requested List are
noved to the I nclude

Li st, and the Excl ude
Li st is del eted.

7.2.3. Definition of Source Tiners

A Source Tiner is a decrenmenting tinmer with a | ower bound of zero.
One Source Tinmer is kept per source record. Source tiners are
updat ed according to the type and filter node of the Milticast
Address Record received. Section 7.4 describes the setting of source
timers per type of Miulticast Address Records received.

In the foll owi ng, abbreviations are used for several variables (al

of which are described in detail in section 9). The variable MALI
stands for the Miulticast Address Listening Interval, which is the
time in which nmulticast address listening state will tinme out. The
variable LLQT is the Last Listener Query Tine, which is the total
time the router should wait for a report, after the Querier has sent
the first query. During this time, the Querier should send [Last
Menmber Query Count]-1 retransm ssions of the query. LLQT represents
the "l eave latency”, or the difference between the transm ssion of a
|istener state change and the nodification of the information passed
to the routing protocol.

If the router is in INCLUDE filter node, a source can be added to the
current Include List if a listener in | NCLUDE node sends a Current
State or a State Change Report which includes that source. Each
source fromthe Include List is associated with a source tiner that
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i s updated whenever a listener in I NCLUDE node sends a report that

confirms its interest in that specific source. |If the timer of a
source fromthe Include List expires, the source is deleted fromthe
Include List. |If there are no nore source records left, the

mul ti cast address record is deleted fromthe router.

Besides this "soft |eave" nmechanism there is also a "fast |eave"
scheme in M.Dv2; it is also based on the use of source tinmers. Wen
a node in I NCLUDE node expresses its desire to stop listening to a
specific source, all the multicast routers on the link | ower their
timer for that source to a small interval of LLQT nilliseconds. The
Querier then sends then a Milticast Address and Source Specific
Query, to verify whether there are other listeners for that source on

the link, or not. |If a corresponding report is received before the
timer expires, all the nulticast routers on the |ink update their
source tinmer. |If not, the source is deleted fromthe Include List.

The handling of the Include List, according to the received reports,
is detailed in Tables 7.4.1 and 7. 4. 2.

Source timers are treated differently when the Router Filter Mde for
a multicast address is EXCLUDE. For sources fromthe Requested List
the source tinmers have running val ues; these sources are forwarded by
the router. For sources fromthe Exclude List the source tiners are
set to zero; these sources are blocked by the router. |If the tinmer
of a source fromthe Requested List expires, the source is noved to
the Exclude List. The router inforns then the routing protocol that
there is no longer a listener on the link interested in traffic from
this source

The router has to nmmintain the Requested List for two reasons:

0 To keep track of sources that listeners in I NCLUDE node listen to.
This is necessary in order to assure a seamless transition of the
router to | NCLUDE node, when there will be no listener in EXCLUDE
node left. This transition should not interrupt the flow of
traffic to the listeners in I NCLUDE nmode still interested in that
nmul ti cast address. Therefore, at the nonent of the transition,
the Requested List should represent the set of sources that nodes
i n | NCLUDE node have explicitly requested.

When the router switches to | NCLUDE node, the sources in the
Requested List are noved to the Include List, and the Exclude List
is deleted. Before the switch, the Requested List can contain an
i nexact guess at the sources that listeners in I NCLUDE node |isten

to - might be too large or too snmall. These inexactitudes are due
to the fact that the Requested List is also used for fast bl ocking
pur poses, as described below. |If such a fast blocking is

requi red, sone sources nay be deleted fromthe Requested List (as

Vida & Costa St andar ds Track [ Page 40]



RFC 3810 M.Dv2 for | Pv6 June 2004

shown in Tables 7.4.1 and 7.4.2) in order to reduce router state.
Nevert hel ess, in each such case the Filter Tiner is updated as
well. Therefore, listeners in | NCLUDE node will have enough tine,
before an eventual switching, to reconfirmtheir interest in the
el i m nated source(s), and rebuild the Requested List accordingly.
The protocol ensures that when a switch to | NCLUDE node occurs,
the Requested List will be accurate. Details about the transition
of the router to I NCLUDE node are presented in Appendi x A3.

o To allow a fast blocking of previously unblocked sources. |If the
router receives a report that contains such a request, the
concerned sources are added to the Requested List. Their timers

are set to a small interval of LLQT nmlliseconds, and a Milticast
Address and Source Specific Query is sent by the Querier, to check
whet her there are nodes on the link still interested in those
sources, or not. If no node confirms its interest in receiving a

specific source, the timer of that source expires. Then, the
source is moved fromthe Requested List to the Exclude List. From
then on, the source will be bl ocked by the router

The handling of the EXCLUDE node router state, according to the
received reports, is detailed in Tables 7.4.1 and 7.4. 2.

Wien the Router Filter Mdde for a nulticast address is EXCLUDE
source records are only deleted when the Filter Tinmer expires, or
when newl y received Milticast Address Records nodify the source
record list of the router.

7.3. MDv2 Source Specific Forwardi ng Rul es

When a nulticast router receives a datagramfroma source destined to
a particular nulticast address, a decision has to be made whether to
forward the datagramon an attached |ink or not. The nulticast
routing protocol in use is in charge of this decision, and should use
the MLDv2 information to ensure that all sources/nulticast addresses
that have listeners on a link are forwarded to that |link. MDv2

i nformati on does not override multicast routing information; for
example, if the M.Dv2 filter node for a nulticast address is EXCLUDE
a router may still forward packets for excluded sources to a transit
link.

To summarize, the follow ng table describes the forwarding
suggestions nade by M.Dv2 to the routing protocol for traffic
originating froma source destined to a nulticast address. It also
sumari zes the actions taken upon the expiration of a source tiner
based on the Router Filter Mdde of the nulticast address.
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Rout er
Filter Mbde Source Tiner Val ue Acti on

I NCLUDE TIMER > O Suggest to forward traffic
from source

I NCLUDE TI MER == Suggest to stop forwarding
traffic fromsource and
renove source record. If
there are no nore source
records, delete nulticast
address record

EXCLUDE TIMER > O Suggest to forward traffic
from source

EXCLUDE TI MER == Suggest to not forward
traffic fromsource. Move
the source fromthe
Requested List to the
Excl ude List (DO NOT renmove
source record)

EXCLUDE No Source El enent Suggest to forward traffic
fromall sources

7.4. Action on Reception of Reports

Upon reception of an M.D nessage that contains a Report, the router
checks if the source address of the nmessage is a valid link-1|ocal
address, if the Hop Limit is set to 1, and if the Router Alert option
is present in the Hop-By-Hop Options header of the IPv6 packet. |If
any of these checks fails, the packet is dropped. |If the validity of
the MLD nessage is verified, the router starts to process the Report.

7.4.1. Reception of Current State Records

When receiving Current State Records, a router updates both its
Filter Tinmer and its source timers. |In sonme circunstances, the
reception of a type of nulticast address record will cause the Router
Filter Mode for that nulticast address to change. The table bel ow
describes the actions, with respect to state and tinmers, that occur
to a router’s state upon reception of Current State Records.
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If the router is in INCLUDE filter node for a multicast address, we
will use the notation INCLUDE (A), where A denotes the associated
Include List. |If the router is in EXCLUDE filter node for a

mul ticast address, we will use the notation EXCLUDE (X, Y), where X
and Y denote the associ ated Requested List and Excl ude Li st
respectively.

Wthin the "Actions" section of the router state tables, we use the
notation ' (A)=J', which nmeans that the set A of source records should

have their source tinmers set to value J. ’'Delete (A’ neans that the
set A of source records should be deleted. 'Filter Tinmer = J' neans
that the Filter Tinmer for the nmulticast address should be set to

val ue J.

Router State Report Received New Router State Acti ons

| NCLUDE ( A) IS IN (B) | NCLUDE ( A+B) ( B) =VALI
| NCLUDE ( A) | S EX (B) EXCLUDE (A*B, B-A) (B-A) =0
Del ete (A-B)
Filter Tinmer=NALI
EXCLUDE (X, Y) IS IN (A EXCLUDE (X+A, Y-A) (A)=MALI
EXCLUDE (X, Y) IS EX (A EXCLUDE (A-Y, Y*A) (A-X-Y)=MALI
Del ete (X-A)
Delete (Y-A)

Filter Tinmer=NALI
7.4.2. Reception of Filter Mde Change and Source List Change Records

When a change in the global state of a nmulticast address occurs in a
node, the node sends either a Source List Change Record or a Filter
Mode Change Record for that multicast address. As with Current State
Records, routers nust act upon these records and possi bly change
their own state to reflect the new listening state of the |ink

The Querier must query sources or nulticast addresses that are
requested to be no | onger forwarded. Wen a router queries or
receives a query for a specific set of sources, it lowers its source
timers for those sources to a small interval of Last Listener Query
Time mlliseconds. |If nulticast address records are received in
response to the queries which express interest in listening the
queri ed sources, the corresponding tiners are updated.
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Mul ti cast Address Specific queries can also be used in order to
enabl e a fast transition of a router from EXCLUDE to | NCLUDE node, in
case a received Milticast Address Record notivates this action. The
Filter Timer for that multicast address is lowered to a smal

i nterval of Last Listener Query Tinme mlliseconds. |[|f any nulticast
address records that express EXCLUDE node interest in the nulticast
address are received within this interval, the Filter Tiner is
updat ed and the suggestion to the routing protocol to forward the
mul ti cast address stands without any interruption. |[|f not, the
router will switch to INCLUDE filter node for that mnulticast address.

During the query period (i.e., Last Listener Query Time mlliseconds)
the M.D conponent in the router continues to suggest to the routing
protocol to forward traffic fromthe nulticast addresses or sources
that are queried. It is not until after Last Listener Query Tine
mlliseconds without receiving a record that expresses interest in
the queried nulticast address or sources that the router may prune
the nulticast address or sources fromthe I|ink.

The followi ng table describes the changes in multicast address state
and the action(s) taken when receiving either Filter Mde Change or
Source List Change Records. This table also describes the queries
which are sent by the Querier when a particular report is received.

We use the following notation for describing the queries that are
sent. W use the notation 'Q MA)' to describe a Milticast Address
Specific Query to the MA nulticast address. W use the notation
"Q(MAA)' to describe a Miulticast Address and Source Specific Query
to the MA nmulticast address with source list A If source list Ais
null as a result of the action (e.g. A*B), then no query is sent as a
result of the operation

In order to maintain protocol robustness, queries defined in the
Actions colum of the table below need to be transnitted [Last

Li stener Query Count] tinmes, once every [Last Listener Query
Interval] period.

If while scheduling new queries, there are already pending queries to
be retransmitted for the sane nulticast address, the new and pendi ng
queries have to be nmerged. |In addition, received host reports for a
mul ti cast address with pending queries may affect the contents of
those queries. Section 7.6.3. describes the process of building and
mai nt ai ni ng the state of pending queries.
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Router State Report Received New Router State Acti ons
INCLUDE (A)  ALLON(B)  INCLUDE (A+B)  (B)=MALI
| NCLUDE (A) BLOCK ( B) | NCLUDE (A) Send Q MA, A*B)
| NCLUDE (A) TO EX (B) EXCLUDE (A*B, B- A) (B-A) =0

Del ete (A-B)

Send Q MA, A*B)
Filter Ti mer=MALI

| NCLUDE ( A) TO IN (B) | NCLUDE ( A+B) ( B) =NALI

Send Q MA, A- B)
EXCLUDE (X, Y)  ALLOW (A EXCLUDE ( X+A, Y- A) (A) =NALI
EXCLUDE (X,Y)  BLOCK (A) EXCLUDE (X+(A-Y),Y) (A-XY) =

Filter Tinmer
Send Q(MA A-Y)

EXCLUDE (X, ) TO EX (A EXCLUDE (A-Y, Y*A) (A-X-Y) =
Filter Tiner
Del ete (X-A)
Del ete (Y-A)
Send Q(MA A-Y)
Filter Tinmer=MALI

EXCLUDE (X, Y) TOIN (A EXCLUDE ( X+A, Y- A) (A) =NALI
Send Q MA, X- A)
Send Q MA)

7.5. Switching Router Filter Mbdes

The Filter Timer is used as a nechanismfor transitioning the Router
Filter Mode from EXCLUDE to | NCLUDE.

When a Filter Tinmer expires with a Router Filter Mdde of EXCLUDE, a
router assunes that there are no nodes with a *filter npde* of
EXCLUDE present on the attached Iink. Thus, the router transitions
to INCLUDE filter npde for the nulticast address.

A router uses the sources fromthe Requested List as its state for
the switch to a filter node of INCLUDE. Sources fromthe Requested
List are nmoved in the Include List, while sources fromthe Excl ude
List are deleted. For exanple, if a router’s state for a mnulticast
address is EXCLUDE(X,Y) and the Filter Tiner expires for that
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mul ti cast address, the router switches to filter node of | NCLUDE with

state INCLUDE(X). |If at the nonent of the switch the Requested Li st
(X) is enpty, the nmulticast address record is deleted fromthe
router.

7.6. Action on Reception of Queries

Upon reception of an M.D nessage that contains a Query, the router
checks if the source address of the nessage is a valid link-1|ocal
address, if the Hop Limit is set to 1, and if the Router Alert option
is present in the Hop-By-Hop Options header of the IPv6 packet. |If
any of these checks fails, the packet is dropped.

If the validity of the M.LD nessage is verified, the router starts to
process the Query.

7.6.1. Tiner Updates

M.Dv2 uses the Suppress Router-Side Processing flag to ensure
robustness, as explained in section 2.1. Wen a router sends or
receives a query with a clear Suppress Router-Side Processing flag,
it must update its tiners to reflect the correct tineout values for
the multicast address or sources being queried. The followi ng table
describes the tiner actions when sending or receiving a Milticast
Address Specific or Miulticast Address and Source Specific Query with
t he Suppress Router-Side Processing flag not set.

Query Action
Q MA, A Source Timers for sources in A are lowered to LLQT
QA MA) Filter Timer is lowered to LLQT

When a router sends or receives a query with the Suppress Router-Side
Processing flag set, it will not update its tiners.

7.6.2. Querier Election

M.Dv2 el ects a single router per subnet to be in Querier state; al
the other routers on the subnet should be in Non-Querier state. M.Dv2
uses the sane querier election nechanismas M.Dvl, nanely the | Pv6
address. Wen a router starts operating on a subnet, by default it
considers itself as being the Querier. Thus, it sends severa

General Queries separated by a snmall tinme interval (see sections 9.6
and 9.7 for details).

When a router receives a query with a lower |IPv6 address than its

own, it sets the O her Querier Present timer to Gther Querier Present
Timeout; if it was previously in Querier state, it switches to Non-
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Querier state and ceases to send queries on the link. After the
O her Querier Present tiner expires, it should re-enter the Querier
state and begi n sending General Queri es.

Al M.Dv2 queries MIST be sent with the FEBO::/64 |ink-1ocal source
address prefix. Therefore, for the purpose of M.Dv2 querier

el ection, an IPv6 address A is considered to be |ower than an | Pv6
address B if the interface ID represented by the last 64 bits of
address A, in big-endian bit order, is lower than the interface ID
represented by the last 64 bits of address B.

7.6.3. Building and Sending Specific Queries
7.6.3.1. Building and Sending Milticast Address Specific Queries

When a table action "Send QMA)" is encountered, the Filter Tiner
must be lowered to LLQT. The Querier nust then imediately send a
Mul ti cast Address Specific query as well as schedul e [Last Listener
Query Count - 1] query retransm ssions to be sent every [ Last

Li stener Query Interval], over [Last Listener Query Tine].

When transmitting a Multicast Address Specific Query, if the Filter
Timer is larger than LLQT, the "Suppress Router-Side Processing" bit
is set in the query nessage.

7.6.3.2. Building and Sending Multi cast Address and Source Specific
Queri es

When a table action "Send QQMA X)" is encountered by the Querier in
the table in section 7.4.2, the follow ng actions nust be perforned
for each of the sources in X that send to nulticast address MA, with
source timer |arger than LLQT:

0o Lower source tinmer to LLQT;
0 Add the sources to the Retransm ssion List;

0 Set the Source Retransm ssion Counter for each source to [Last
Li stener Query Count].

The Querier must then i mediately send a Multicast Address and Source
Specific Query as well as schedul e [Last Listener Query Count -1]
query retransm ssions to be sent every [Last Listener Query
Interval], over [Last Listener Query Time]. The contents of these
queries are calculated as foll ows.
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When building a Miulticast Address and Source Specific Query for a
mul ti cast address MA, two separate query nessages are sent for the
mul ti cast address. The first one has the "Suppress Router-Side
Processing” bit set and contains all the sources with retransm ssion
state (i.e., sources fromthe Retransnission List of that nulticast
address), and tiners greater than LLQT. The second has the "Suppress
Rout er - Si de Processing"” bit clear and contains all the sources with
retransm ssion state and tinmers lower or equal to LLQI. [If either of
the two cal cul ated nmessages does not contain any sources, then its
transni ssion is suppressed.

Note: If a Multicast Address Specific query is scheduled to be
transnitted at the same tine as a Miulticast Address and Source
specific query for the same nmulticast address, then transmn ssion of
the Miulticast Address and Source Specific nmessage with the "Suppress
Rout er - Si de Processing” bit set nay be suppressed.

8. Interoperation with MDv1l

M.D version 2 hosts and routers interoperate with hosts and routers
that have not yet been upgraded to M.Dv2. This conpatibility is

mai nt ai ned by hosts and routers taking appropriate actions dependi ng
on the versions of M.D operating on hosts and routers within a

net wor k.

8.1. Query Version Distinctions

The M.D version of a Miulticast Listener Query nessage is determ ned
as foll ows:

M.Dv1l Query: length = 24 octets
M.Dv2 Query: length >= 28 octets

Query nessages that do not match any of the above conditions (e.g., a
Query of length 26 octets) MJST be silently ignored.

8.2. Milticast Address Listener Behavi or
8.2.1. In the Presence of M.Dvl Routers

In order to be conpatible with M.Dvl routers, MDv2 hosts MJST
operate in version 1 compatibility node. MDv2 hosts MJST keep state
per local interface regarding the conpatibility node of each attached
link. A host’s conpatibility node is determ ned fromthe Host
Conpatibility Mde variable which can be in one of the two states:
M_Dv1l or M.Dv2.
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The Host Conpatibility Mdde of an interface is set to M.Dvl whenever
an M.Dvl Multicast Address Listener Query is received on that
interface. At the sane tine, the O der Version Querier Present tiner
for the interface is set to Ader Version Querier Present Tineout
seconds. The tiner is re-set whenever a new M_.Dvl Query is received
on that interface. |f the O der Version Querier Present tiner
expires, the host switches back to Host Conpatibility Mode of M.Dv2.

When Host Conpatibility Mode is M.Dv2, a host acts using the M.Dv2
protocol on that interface. Wen Host Conpatibility Mdde is M.Dvl, a
host acts in M.Dvl conpatibility node, using only the M.Dvl protocol,
on that interface.

An MLDvl Querier will send General Queries with the Maxi num Response
Code set to the desired Maxi num Response Delay, i.e., the full range
of this field is Iinear and the exponential algorithmdescribed in
section 5.1.3. is not used.

Whenever a host changes its conpatibility node, it cancels all its
pendi ng responses and retransm ssion timers.

8.2.2. In the Presence of M.Dvl Multicast Address Listeners

An M.Dv2 host may be placed on a |link where there are M.Dvl hosts. A
host MAY allow its M.Dv2 Multicast Listener Report to be suppressed
by a Version 1 Multicast Listener Report.

8.3. Milticast Router Behavi or
8.3.1. In the Presence of M.Dvl Routers

M.Dv2 routers may be placed on a network where there is at |east one
M.Dv1l router. The follow ng requirenments apply:

o |If an MLDvl router is present on the link, the Querier MJST use
the [ owest version of MLD present on the network. This nust be
adm ni stratively assured. Routers that desire to be conpatible
with M.Dvl MJST have a configuration option to act in M.Dvl node;
if an MLDvl router is present on the link, the system
admi ni strator nust explicitly configure all MDv2 routers to act
in M.Dvl node. Wen in M.Dvl node, the Querier MJST send periodic
General Queries truncated at the Miulticast Address field (i.e., 24
bytes |l ong), and SHOULD al so warn about receiving an M.Dv2 Query
(such warnings nmust be rate-limted). The Querier MJST also fil
i n the Maxi mum Response Delay in the Maxi mum Response Code fi el d,
i.e., the exponential algorithmdescribed in section 5.1.3. is not
used.
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o If arouter is not explicitly configured to use M.Dvl and receives
an MLDvl General Query, it SHOULD | og a warning. These warni ngs
MJUST be rate-limted.

8.3.2. In the Presence of M.Dvl Multicast Address Listeners

M.Dv2 routers may be placed on a network where there are hosts that
have not yet been upgraded to M.Dv2. 1In order to be conpatible with
M.Dv1l hosts, M.Dv2 routers MJIST operate in version 1 conpatibility
nmode. M.Dv2 routers keep a conpatibility node per nulticast address
record. The conpatibility node of a nulticast address is determ ned
fromthe Miulticast Address Conpatibility Mde variable, which can be
in one of the two followi ng states: M.Dvl or M.Dv2.

The Multicast Address Conpatibility Mbde of a multicast address
record is set to M.Dvl whenever an M.Dvl Multicast Listener Report is
received for that nmulticast address. At the sanme tinme, the A der
Version Host Present tinmer for the multicast address is set to O der
Versi on Host Present Timeout seconds. The tiner is re-set whenever a
new M_.Dvl Report is received for that nmulticast address. |If the

A der Version Host Present tiner expires, the router switches back to
Mul ti cast Address Conpatibility Mode of M.Dv2 for that nulticast

addr ess.

Note that when a router switches back to M.Dv2 Mul ticast Address
Conpatibility Mode for a nulticast address, it takes sone tinme to
regai n source-specific state information. Source-specific
information will be learned during the next General Query, but
sources that should be bl ocked will not be bl ocked until [Milticast
Address Listening Interval] after that.

When Mul ticast Address Conpatibility Mdde is M.Dv2, a router acts
using the M.Dv2 protocol for that nulticast address. Wen Milticast
Address Conpatibility Mode is M.Dvl, a router internally translates
the following M.Dvl nessages for that nulticast address to their
M.Dv2 equi val ent s:

M.Dv1l Message M.Dv2 Equi val ent
Report IS EX( {} )
Done TOINC {} )

M.Dv2 BLOCK nessages are ignored, as are source-lists in TO EX()
nmessages (i.e., any TO EX() mnmessage is treated as TO EX( {} )). On
the other hand, the Querier continues to send M.Dv2 queri es,
regardless of its Milticast Address Conpatibility Mde.
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9. List of Tiners, Counters, and their Default Val ues

Most of these timers are configurable. |[|f non-default settings are
used, they MJST be consistent anong all nodes on a single link. Note
that parentheses are used to group expressions to nmake the al gebra

cl ear.

9.1. Robustness Variable

The Robustness Variable allows tuning for the expected packet |oss on
alink. If alink is expected to be |ossy, the value of the

Robust ness Variable may be increased. MD is robust to [Robustness
Variable] - 1 packet |osses. The value of the Robustness Variable
MUST NOT be zero, and SHOULD NOT be one. Default value: 2.

9.2. Query Interval

The Query Interval variable denotes the interval between Genera
Queries sent by the Querier. Default value: 125 seconds.

By varying the [Query Interval], an admi nistrator may tune the nunber
of MLD nessages on the link; |arger values cause M.D Queries to be
sent less often

9.3. Query Response Interva

The Maxi mum Response Del ay used to cal cul ate the Maxi mum Response
Code inserted into the periodic General Queries. Default val ue:
10000 (10 seconds)

By varying the [Query Response Interval], an adm nistrator may tune
the burstiness of M.D nessages on the link; |arger values nake the

traffic less bursty, as host responses are spread out over a |arger
interval. The nunber of seconds represented by the [ Query Response
Interval] nust be less than the [Query Interval].

9.4. Milticast Address Listening Interval

The Multicast Address Listening Interval (MALI) is the anount of tine
that nust pass before a nulticast router decides there are no nore
listeners of a multicast address or a particular source on a link.
Thi s value MJUST be ([Robustness Variable] tinmes [Query Interval])

pl us [ Query Response Interval].
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9.5. Oher Querier Present Tinmeout

The Ot her Querier Present Tineout is the length of time that mnust
pass before a nulticast router decides that there is no | onger
anot her multicast router which should be the Querier. This value
MUST be ([ Robustness Variable] times ([Query Interval]) plus (one
hal f of [Query Response Interval]).

9.6. Startup Query Interva

The Startup Query Interval is the interval between General Queries
sent by a Querier on startup. Default value: 1/4 the [Query
Interval].

9.7. Startup Query Count

The Startup Query Count is the nunber of Queries sent out on startup
separated by the Startup Query Interval. Default value: [Robustness
Vari abl e] .

9.8. Last Listener Query Interval

The Last Listener Query Interval is the Maxi mum Response Del ay used
to cal cul ate the Maxi mum Response Code inserted into Milticast
Address Specific Queries sent in response to Version 1 Milticast

Li stener Done nessages. It is also the Mximum Response Del ay used
to cal cul ate the Maxi mum Response Code inserted into Milticast
Address and Source Specific Query nessages. Default value: 1000 (1
second).

Note that for values of LLQ greater than 32. 768 seconds, a linited
set of values can be represented, corresponding to sequential val ues
of Maxi mum Response Code. Wen converting a configured tine to a
Maxi mum Response Code value, it is recommended to use the exact val ue
if possible, or the next |ower value if the requested value is not
exactly representable.

This value may be tuned to nodify the "leave | atency" of the link. A
reduced value results in reduced tinme to detect the departure of the
last listener for a nulticast address or source.

9.9. Last Listener Query Count
The Last Listener Query Count is the nunmber of Milticast Address

Specific Queries sent before the router assunes there are no | ocal
listeners. The Last Listener Query Count is also the nunber of
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Mul ti cast Address and Source Specific Queries sent before the router
assunes there are no listeners for a particular source. Default
val ue: [ Robustness Vari abl e].

9.10. Last Listener Query Tine

The Last Listener Query Tine is the time value represented by the
Last Listener Query Interval, nultiplied by [Last Listener Query
Count]. It is not a tunable value, but nay be tuned by changing its
conponents.

9.11. Unsolicited Report Interval

The Unsolicited Report Interval is the tinme between repetitions of a
node’s initial report of interest in a nulticast address. Default
val ue: 1 second.

9.12. dder Version Querier Present Tineout

The O der Version Querier Present Timeout is the tinme-out for
transitioning a host back to M.Dv2 Host Conpatibility Mdde. Wen an
M.Dv1l query is received, MDv2 hosts set their O der Version Querier
Present Timer to [O der Version Querier Present Tineout].

This val ue MUST be ([ Robustness Variable] times (the [Query Interval]
in the last Query received)) plus ([Query Response Interval]).

9.13. dder Version Host Present Ti neout

The O der Version Host Present Tineout is the tinme-out for
transitioning a router back to M.Dv2 Milticast Address Compatibility
Mode for a specific nulticast address. Wen an M.Dvl report is
received for that nulticast address, routers set their O der Version
Host Present Tinmer to [O der Version Host Present Tineout].

This val ue MUST be ([ Robustness Variable] tinmes [Query Interval])
plus ([ Query Response Interval]).

9.14. Configuring timers
This section is nmeant to provide advice to network adm nistrators on
how to tune these settings to their network. Anbitious router

i npl ementations m ght tune these settings dynam cally based upon
changi ng characteristics of the network.
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9.14.1. Robustness Vari abl e

The Robustness Variable tunes M.D to expected | osses on a |ink.
M.Dv2 is robust to [ Robustness Variable] - 1 packet |osses, e.g., if
t he Robustness Variable is set to the default value of 2, MDv2 is
robust to a single packet |oss but may operate inperfectly if nore

| osses occur. On lossy links, the value of the Robustness Variabl e
shoul d be increased to allow for the expected | evel of packet |oss.
However, increasing the value of the Robustness Variable increases
the | eave latency of the link (the tinme between when the | ast
listener stops listening to a source or nulticast address and when
the traffic stops flow ng).

9.14.2. Query Interval

The overall level of periodic MD traffic is inversely proportional
to the Query Interval. A longer Query Interval results in a | ower
overall level of MD traffic. The value of the Query Interval MJST
be equal to or greater than the Maxi num Response Delay used to

cal cul ate the Maxi num Response Code inserted in General Query
nmessages.

9.14.3. Maxi mum Response Del ay

The burstiness of MD traffic is inversely proportional to the

Maxi mum Response Delay. A |onger Maxi num Response Delay will spread
Report messages over a longer interval. However, a |onger Maxi mum
Response Delay in Milticast Address Specific and Multicast Address
And Source Specific Queries extends the |eave latency (the tine

bet ween when the last |istener stops listening to a source or
mul ti cast address and when the traffic stops flowing.) The expected
rate of Report messages can be cal cul ated by dividing the expected
nunber of Reporters by the Maxi num Response Delay. The Maxi num
Response Delay nay be dynamically cal cul ated per Query by using the
expected nunber of Reporters for that Query as follows:

Query Type Expect ed nunber of Reporters

General Query Al'l nodes on |ink

Mul ti cast Address Specific Query Al'l nodes on the link that had
expressed interest in the
nmul ti cast address

Mul ti cast Address and Source Al nodes on the link that had

Specific Query expressed interest in the source
and mul ticast address
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A router is not required to calculate these popul ations or tune the
Maxi mum Response Del ay dynami cally; these are sinply guidelines.

10. Security Considerations

We consider the ranmifications of a forged nessage of each type. Note
that before processing an M.D nessage, nodes verify if the source
address of the nessage is a valid link-local address (or the
unspecified address), if the Hop Limt is set to 1, and if the Router
Alert option is present in the Hop-By-Hop Options header of the |Pv6
packet. |If any of these checks fails, the packet is dropped. This
defends the M.Dv2 nodes from acting on forged M.D nessages ori gi nated
off-link. Therefore, in the following we discuss only the effects of
on-link forgery.

10. 1. Query Message

A forged Query nessage froma nmachine with a |ower |IPv6 address than
the current Querier will cause Querier duties to be assigned to the
forger. |If the forger then sends no nore Query nessages, other
routers’ Other Querier Present tiner will tinme out and one will
resume the role of Querier. During this tine, if the forger ignores
Mul ticast Listener Done Messages, traffic mght flowto nulticast
addresses with no listeners for up to [Milticast Address Listener
Interval].

A forged Version 1 Query nmessage will put M.Dv2 listeners on that
link in M.Dvl Host Conpatibility Mbde. This scenario can be avoi ded
by providing M.Dv2 hosts with a configuration option to ignore
Version 1 nmessages conpletely.

A DoS attack on a node could be staged through forged Milticast
Address and Source Specific Queries. The attacker can find out about
the listening state of a specific node with a general query. After
that it could send a | arge nunber of Milticast Address and Source
Specific Queries, each with a |large source list and/or |ong Maxi mum
Response Del ay. The node will have to store and namintain the sources
specified in all of those queries for as long as it takes to send the
del ayed response. This would consune both nenory and CPU cycles in
order to augnment the recorded sources with the source lists included
in the successive queries.

To protect agai nst such a DoS attack, a node stack inplenentation
could restrict the nunmber of Multicast Address and Source Specific
Queries per nulticast address within this interval, and/or record
only a limted nunber of sources.
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10.

10.

11.

12.

12.

2. Current State Report nessages

A forged Report nessage nay cause nulticast routers to think there
are listeners of a nmulticast address on a |ink when there are not.
Nevert hel ess, since listening to a nulticast address on a host is
generally an unprivileged operation, a local user nmay trivially gain
the sanme result without forging any nessages.

A forged Version 1 Report Message may put a router into M.Dvl
Mul ti cast Address Conpatibility Mode for a particular mnulticast
address, neaning that the router will ignore M.Dv2 source specific
state nmessages. This can cause traffic to flow from unwanted sources
for up to [Multicast Address Listener Interval]. This can be sol ved
by providing routers with a configuration switch to ignore Version 1
nmessages conpletely. This breaks automatic conpatibility with
Version 1 hosts, so it should only be used in situations where source
filtering is critical.

3. State Change Report nessages

A forged State Change Report message will cause the Querier to send
out Multicast Address Specific or Milticast Address and Source
Specific Queries for the nulticast address in question. This causes
extra processing on each router and on each listener of the nulticast
address, but cannot cause |oss of desired traffic.

| ANA Consi der ati ons
| ANA has assigned the I1Pv6 |ink-local nulticast address
FF02:0:0:0:0:0:0: 16, called "all MDv2-capable routers”, as described

in section 5.2.14. Version 2 Miulticast Listener Reports will be sent
to this special address.

In addition, | ANA has assigned the | CMPv6 nessage type val ue of 143
for Version 2 Milticast Listener Report messages, as specified in
section 4.
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APPENDI X A. Design Rationale
A.1. The Need for State Change Messages

M.Dv2 specifies two types of Milticast Listener Reports: Current
State and State Change. This section describes the rationale for the
need for both these types of Reports.

Routers need to distinguish Miulticast Listener Reports that were sent
in response to Queries fromthose that were sent as a result of a
change in the per-interface state. Milticast Listener Reports that
are sent in response to Milticast Address Listener Queries are used
mainly to refresh the existing state at the router; they typically do
not cause transitions in state at the router. Milticast Listener
Reports that are sent in response to changes in the per-interface
state require the router to take sone action in response to the
received report (see Section 7.4.).

The inability to distinguish between the two types of reports woul d
force a router to treat all Milticast Listener Reports as potential
changes in state and could result in increased processing at the
router as well as an increase in MD traffic on the link.

A. 2. Host Suppression

In M.Dvl, a host would not send a pending multicast |istener report
if asimlar report was sent by another |istener on the link. In
M.Dv2, the suppression of nulticast listener reports has been
renoved. The follow ng points explain this decision

1. Routers may want to track per-host nulticast |istener status on an
interface. This would allow routers to inplenment fast |eaves
(e.g., for layered multicast congestion control schenes), as well
as track listener status for possible security or accounting
pur poses. The present specification does not require routers to
i mpl ement per-host tracking. Nevertheless, the |ack of host
suppression in M.Dv2 nmakes possible to inplenent either
proprietary or future standard behavi or of nulticast routers that
woul d support per-host tracking, while being fully interoperable
with M.Dv2 listeners and routers that inplenent the exact behavior
described in this specification.

2. Multicast Listener Report suppression does not work well on
bridged LANs. Many bridges and Layer?2/Layer3 switches that
i mpl ement MLD snoopi ng do not forward M.D nessages across LAN
segnents in order to prevent multicast |istener report
suppr essi on.
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3. By elimnating nulticast listener report suppression, hosts have
fewer messages to process; this leads to a sinpler state machine
i mpl emrent ati on.

4. In M.Dv2, a single nulticast listener report now bundles nultiple
nmul ti cast address records to decrease the nunber of packets sent.
In conparison, the previous version of MD required that each
nmul ti cast address be reported in a separate nessage.

A.3. Switching router filter nodes from EXCLUDE to | NCLUDE

If on a link there are nodes in both EXCLUDE and | NCLUDE nodes for a
single nulticast address, the router nmust be in EXCLUDE node as well
(see section 7.2.1). |In EXCLUDE node, a router forwards traffic from
all sources except those in the Exclude List. |If all nodes in
EXCLUDE node cease to exist or to listen, it would be desirable for
the router to switch back to | NCLUDE node seam essly, without
interrupting the flow of traffic to existing listeners.

One of the ways to acconplish this is for routers to keep track of
all sources that nodes that are in I NCLUDE node |isten to, even
though the router itself is in EXCLUDE node. |If the Filter Tiner for
a multicast address expires, it inplies that there are no nodes in
EXCLUDE node on the link (otherwise a nulticast |istener report from
t hat node woul d have refreshed the Filter Tinmer). The router can
then switch to | NCLUDE node seaml essly; sources fromthe Requested
List are noved to the Include List, while sources fromthe Excl ude
Li st are del et ed.

APPENDI X B. Summary of Changes from M.Dv1l

The following is a sunmary of changes from M.Dvl, specified in RFC
2710.

0 MUDv2 introduces source filtering.

o The IP service interface of M.Dv2 nodes is nodified accordingly.
It enables the specification of a filter node and a source |ist.

0 An M.Dv2 node keeps per-socket and per-interface nulticast
listening states that include a filter node and a source |ist for
each nulticast address. This enables packet filtering based on a
socket’s nulticast reception state.

0 MDv2 state kept on routers includes a filter node and a |ist of
sources and source tiners for each multicast address that has
listeners on the link. MUDvl routers kept only the Iist of
mul ti cast addresses.
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0 Queries include additional fields (section 5.1).

0o The S flag (Suppress Router-Side Processing) is included in
gueries in order to fix robustness issues.

0 The Querier’s Robustness Variable and Query Interval Code are
included in Queries in order to synchronize all MDv2 routers
connected to the sanme link

o0 A new Query type (Milticast Address and Source Specific Query) is
i ntroduced.

0 The Maxi mum Response Delay is not directly included in the Query
anynore. Instead, an exponential algorithmis used to calculate
its value, based on the Maxi mum Response Code included in the
Query. The maxi num value is increased from 65535 mlliseconds to
about 140 mi nutes.

0 Reports include Miulticast Address Records. Infornmation on the
listening state for several different nulticast addresses can be
included in the same Report nessage.

0 Reports are sent to the "all M.Dv2-capable nulticast routers”
address, instead of the nulticast address the host listens to, as
in MDvl. This facilitates the operation of |ayer-2 snooping
Swi t ches.

o There is no "host suppression”, as in M.Dvl. Al nodes send
Report nessages.

o0 Unsolicited Reports, announcing changes in receiver listening
state, are sent [Robustness Variable] tinmes. RFC 2710 is |ess
explicit.

o There are no Done nessages.

0 Interoperability with M.Dvl systens is achieved by M.Dv2 state
operati ons.

0 In order to ensure interoperability, hosts nmintain a Host
Compatibility Mode variable and an O der Version Querier Present
timer per interface. Routers maintain a Milticast Address
Compatibility Mdde variable and an O der Version Host Present
timer per nulticast address.
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