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Abstract
Thi s docunent describes "version 3" of the Layer Two Tunneling
Protocol (L2TPv3). L2TPv3 defines the base control protocol and
encapsul ation for tunneling nultiple Layer 2 connections between two
| P nodes. Additional docunents detail the specifics for each data
link type being enul at ed.
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1. Introduction

The Layer Two Tunneling Protocol (L2TP) provides a dynamni ¢ nmechani sm
for tunneling Layer 2 (L2) "circuits" across a packet-oriented data
network (e.g., over IP). L2TP, as originally defined in RFC 2661, is
a standard nmethod for tunneling Point-to-Point Protocol (PPP)

[ RFC1661] sessions. L2TP has since been adopted for tunneling a
nunber of other L2 protocols. In order to provide greater

nmodul arity, this docunent describes the base L2TP prot ocol

i ndependent of the L2 payload that is being tunnel ed.

The base L2TP protocol defined in this docunent consists of (1) the
control protocol for dynam c creation, maintenance, and teardown of
L2TP sessions, and (2) the L2TP data encapsulation to multiplex and
denul tiplex L2 data streans between two L2TP nodes across an | P
network. Additional docunents are expected to be published for each
L2 data link ermulation type (a.k.a. pseudow re-type) supported by
L2TP (i.e., PPP, Ethernet, Frane Relay, etc.). These docunents wll
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contain any pseudowi re-type specific details that are outside the
scope of this base specification.

When the designation between L2TPv2 and L2TPv3 is necessary, L2TP as
defined in RFC 2661 will be referred to as "L2TPv2", corresponding to
the value in the Version field of an L2TP header. (Layer 2
Forwar di ng, L2F, [RFC2341] was defined as "version 1".) At tines,
L2TP as defined in this document will be referred to as "L2TPv3"

O herwi se, the acronym "L2TP" will refer to L2TPv3 or L2TP in

gener al

1.1. Changes from RFC 2661

Many of the protocol constructs described in this docunment are
carried over fromRFC 2661. Changes include clarifications based on
years of interoperability and depl oynment experience as well as

nmodi fications to either inprove protocol operation or provide a
clearer separation fromPPP. The intent of these nodifications is to
achi eve a heal thy bal ance between code reuse, interoperability
experience, and a directed evolution of L2TP as it is applied to new
t asks.

Not abl e differences between L2TPv2 and L2TPv3 incl ude the foll ow ng:

Separation of all PPP-related AVPs, references, etc., including a
portion of the L2TP data header that was specific to the needs of
PPP. The PPP-specific constructs are described in a conpani on
docunent .

Transition froma 16-bit Session ID and Tunnel IDto a 32-bit
Session I D and Control Connection ID, respectively.

Ext ensi on of the Tunnel Authentication nmechanismto cover the
entire control message rather than just a portion of certain
nessages.

Details of these changes and a recommendation for transitioning to
L2TPv3 are di scussed in Section 4.7.

1.2. Specification of Requirements
The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",

"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in [ RFC2119].
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1.3. Terminol ogy
Attribute Value Pair (AVP)

The vari abl e-1 ength concatenation of a unique Attribute
(represented by an integer), a length field, and a Val ue
containing the actual value identified by the attribute. Zero or
nore AVPs nmake up the body of control nessages, which are used in
t he establishment, maintenance, and teardown of contro
connections. This basic construct is sonetinmes referred to as a
Type- Lengt h-Val ue (TLV) in sonme specifications. (See also:
Control Connection, Control Message.)

Call (Circuit Up)

The action of transitioning a circuit on an L2TP Access
Concentrator (LAC) to an "up" or "active" state. A call nmay be
dynami cal ly established through signaling properties (e.g., an
i ncom ng or outgoing call through the Public Swi tched Tel ephone
Network (PSTN)) or statically configured (e.g., provisioning a

Virtual Circuit on an interface). A call is defined by its
properties (e.g., type of call, called nunber, etc.) and its data
traffic. (See also: Grcuit, Session, Incomng Call, Qutgoing

Call, Qutgoing Call Request.)
Circuit

A general termidentifying any one of a w de range of L2
connections. A circuit nmay be virtual in nature (e.g., an ATM
PVC, an | EEE 802 VLAN, or an L2TP session), or it may have direct
correlation to a physical layer (e.g., an RS-232 serial line).
Circuits may be statically configured with a relatively long-Ilived
uptime, or dynamically established with signaling to govern the
establ i shnment, nmai ntenance, and teardown of the circuit. For the
pur poses of this docunent, a statically configured circuit is
considered to be essentially the same as a very sinple, |ong-
lived, dynamic circuit. (See also: Call, Renbte System)

Cient
(See Renpte System)

Control Connection
An L2TP control connection is a reliable control channel that is
used to establish, naintain, and rel ease individual L2TP sessions

as well as the control connection itself. (See also: Contro
Message, Data Channel .)
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Control Message

An L2TP nessage used by the control connection. (See also:
Control Connection.)

Dat a Message

Message used by the data channel. (a.k.a. Data Packet, See al so:
Dat a Channel .)

Dat a Channel

The channel for L2TP-encapsul ated data traffic that passes between
two LCCEs over a Packet-Sw tched Network (i.e., IP). (See also:
Control Connection, Data Message.)

| ncom ng Call

The action of receiving a call (circuit up event) on an LAC. The
call may have been placed by a renpbte system (e.g., a phone cal
over a PSTN), or it may have been triggered by a | ocal event
(e.g., interesting traffic routed to a virtual interface). An
inconmng call that needs to be tunneled (as deternined by the LAC
results in the generation of an L2TP | CRQ nessage. (See al so:
Call, Qutgoing Call, Qutgoing Call Request.)

L2TP Access Concentrator (LAC)

If an L2TP Control Connection Endpoint (LCCE) is being used to
cross-connect an L2TP session directly to a data link, we refer to
it as an L2TP Access Concentrator (LAC). An LCCE may act as both
an L2TP Network Server (LNS) for sone sessions and an LAC for
others, so these terns nust only be used within the context of a
gi ven set of sessions unless the LCCE is in fact single purpose
for a given topology. (See also: LCCE, LNS.)

L2TP Control Connection Endpoi nt (LCCE)

An L2TP node that exists at either end of an L2TP control
connection. My also be referred to as an LAC or LNS, depending
on whet her tunneled frames are processed at the data link (LAC) or
network | ayer (LNS). (See also: LAC, LNS.)

L2TP Network Server (LNS)

If a given L2TP session is term nated at the L2TP node and the
encapsul ated network | ayer (L3) packet processed on a virtual
interface, we refer to this L2TP node as an L2TP Network Server
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(LNS). A given LCCE may act as both an LNS for some sessions and
an LAC for others, so these terns nmust only be used within the
context of a given set of sessions unless the LCCE is in fact
singl e purpose for a given topology. (See also: LCCE, LAC.)

Qut goi ng Cal
The action of placing a call by an LAC, typically in response to
policy directed by the peer in an Qutgoing Call Request. (See
also: Call, Incomng Call, Qutgoing Call Request.)

Qut goi ng Call Request

A request sent to an LAC to place an outgoing call. The request
contains specific informati on not known a priori by the LAC (e.qg.,
a nunber to dial). (See also: Call, Incomng Call, Qutgoing
Call.)

Packet - Swi t ched Networ k ( PSN)
A network that uses packet sw tching technology for data delivery.
For L2TPv3, this layer is principally IP. Oher exanples include
MPLS, Frane Relay, and ATM

Peer
When used in context with L2TP, Peer refers to the far end of an
L2TP control connection (i.e., the renote LCCE). An LAC s peer
may be either an LNS or another LAC. Simlarly, an LNS s peer nmay
be either an LAC or another LNS. (See also: LAC, LCCE, LNS.)

Pseudowi re (PW
An enul ated circuit as it traverses a PSN. There is one
Pseudowi re per L2TP Session. (See al so: Packet-Swi tched Network,
Sessi on.)

Pseudowi re Type

The payl oad type being carried within an L2TP session. Exanples
i nclude PPP, Ethernet, and Frame Relay. (See also: Session.)

Renpote System

An end systemor router connected by a circuit to an LAC.
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Sessi on

An L2TP session is the entity that is created between two LCCES in
order to exchange paraneters for and maintain an enul ated L2
connection. Miltiple sessions nay be associated with a single
Control Connection

Zer o- Lengt h Body (ZLB) Message

A control message with only an L2TP header. ZLB nessages are used
only to acknow edge nessages on the L2TP reliable contro
connection. (See also: Control Message.)

2. Topol ogy

L2TP operates between two L2TP Control Connection Endpoints (LCCEs),
tunneling traffic across a packet network. There are three

predom nant tunneling nodels in which L2TP operates: LAC-LNS (or vice
versa), LAC- LAC, and LNS-LNS. These npdels are di agranmed bel ow.
(Dotted |ines designate network connections. Solid |ines designate
circuit connections.)

Figure 2.0: L2TP Reference Mdel s

(a) LAC-LNS Reference Mddel: On one side, the LAC receives traffic
froman L2 circuit, which it forwards via L2TP across an | P or other
packet - based network. On the other side, an LNS logically term nates
the L2 circuit locally and routes network traffic to the hone
network. The action of session establishment is driven by the LAC
(as an incoming call) or the LNS (as an outgoing call).

+----- + L2 +----- + +----- +

| [------ | LAC|......... [ IP]..... ... | LNS |...[home network]
+--- - - + +----- + +--- - - +

renote

system

| <-- enul ated service -->
| <-------m--- L2 service ------------ >|

(b) LAC-LAC Reference Mddel: In this nodel, both LCCEs are LACs.

Each LAC forwards circuit traffic fromthe renbte systemto the peer
LAC using L2TP, and vice versa. In its sinplest form an LAC acts as
a sinple cross-connect between a circuit to a renote system and an
L2TP session. This nodel typically involves symetric establishnent;
that is, either side of the connection nay initiate a session at any
time (or sinmultaneously, in which a tie breaking nmechanismis
utilized).
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+----- + L2 +----- + +----- + L2 +----- +
| [------ | LAC|........ [ IP]........ | LAC|------ | |
e + F-- - - - + F--- - - + F-- - - - +
renote renote
system system
| <- emul ated service ->|
I L L2 service ----------------- >|

(c) LNS-LNS Reference Mddel: This nodel has two LNSs as the LCCEs. A
user-level, traffic-generated, or signaled event typically drives
session establishment fromone side of the tunnel. For exanple, a
tunnel generated froma PC by a user, or automatically by customer
prem ses equi pnent.

[home network]...| LNS |........ [ IP]..... ... | LNS |...[home network]

| <- emul ated service ->|
| <---- L2 service ---->

Note: In L2TPv2, user-driven tunneling of this type is often referred
to as "voluntary tunneling" [RFC2809]. Further, an LNS acting as
part of a software package on a host is sonetines referred to as an
"LAC dient" [RFC2661].

3. Protocol Overvi ew

L2TP is conprised of two types of nessages, control nessages and data
nmessages (sonetines referred to as "control packets" and "data
packets", respectively). Control nmessages are used in the
establ i shnent, nmai ntenance, and clearing of control connections and
sessions. These nessages utilize a reliable control channel wthin
L2TP to guarantee delivery (see Section 4.2 for details). Data
nmessages are used to encapsulate the L2 traffic being carried over
the L2TP session. Unlike control nmessages, data nessages are not
retransmtted when packet |oss occurs.

The L2TPv3 control nessage format defined in this docunent borrows
largely fromL2TPv2. These control nessages are used in conjunction
with the associ ated protocol state machi nes that govern the dynanic
setup, maintenance, and teardown for L2TP sessions. The data nessage
format for tunneling data packets may be utilized with or w thout the
L2TP control channel, either via manual configuration or via other
signaling nethods to pre-configure or distribute L2TP session
information. Utilization of the L2TP data nessage format w th ot her
signaling nethods is outside the scope of this docunent.
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Figure 3.0: L2TPv3 Structure

T + o m e e e e e e oo +
| Tunnel ed Frane | | L2TP Control Message |
T + o m e e e e e e oo +
| L2TP Data Header | | L2TP Control Header

T + o m e e e e e e oo +
| L2TP Data Channel | | L2TP Control Channel

| (unreliable) | | (reliable) |
T T +
| Packet-Switched Network (IP, FR, MPLS, etc.)

o m ot o e o e o e e e e e e e e e e e e e e eeieooo-- +

Figure 3.0 depicts the relationship of control messages and data
nmessages over the L2TP control and data channels, respectively. Data
nmessages are passed over an unreliable data channel, encapsul ated by
an L2TP header, and sent over a Packet-Swi tched Network (PSN) such as
| P, UDP, Frane Relay, ATM MPLS, etc. Control nessages are sent over
a reliable L2TP control channel, which operates over the sanme PSN.

The necessary setup for tunneling a session with L2TP consists of two
steps: (1) Establishing the control connection, and (2) establishing
a session as triggered by an incomng call or outgoing call. An L2TP
sessi on MUST be established before L2TP can begin to forward session
frames. Miltiple sessions may be bound to a single contro
connection, and nultiple control connections may exist between the
same two LCCEs.

3.1. Control Message Types

The Message Type AVP (see Section 5.4.1) defines the specific type of
control nessage being sent.

Thi s docunent defines the follow ng control nessage types (see
Sections 6.1 through 6.15 for details on the construction and use of
each nessage):

Control Connecti on Managenent

0 (reserved)
1 (SCCRQ Start - Control - Connecti on- Request
2 (SCCRP) Start-Control - Connecti on- Reply
3 (SCCCN) Start - Control - Connecti on- Connect ed
4 (StopCCN) Stop-Control-Connection-Notification
5 (reserved)
6 (HELLO Hel | o
20 (ACK) Explicit Acknow edgenent
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Cal | Managenent

7 (OCRQ Qut goi ng- Cal | - Request

8 (CCRP) Qut goi ng- Cal | - Repl y

9 (OCCN Qut goi ng- Cal | - Connect ed
10 (ICRQ | ncomi ng- Cal | - Request
11 (ICRP) | ncom ng- Cal | - Repl y
12 (I CCN) | ncomi ng- Cal | - Connect ed
13 (reserved)
14 (CDN) Cal | - Di sconnect-Notify

Error Reporting
15 (VN WAN- Error - Notify
Li nk Status Change Reporting
16 (SLI) Set - Li nk-1nfo
3.2. L2TP Header Formats

This section defines header formats for L2TP control nessages and
L2TP data nessages. Al values are placed into their respective
fields and sent in network order (high-order octets first).

3.2.1. L2TP Control Message Header

The L2TP control nessage header provides information for the reliable
transport of nessages that govern the establishnent, maintenance, and
teardown of L2TP sessions. By default, control nessages are sent
over the underlying nedia in-band with L2TP data nessages.

The L2TP control nessage header is formatted as foll ows:
Figure 3.2.1: L2TP Control Message Header

1 2 3
1234567890123456789012345678901
i s T s ST T T i s i U S I S
| x| x| x| x| x| x| x| Ver | Lengt h |
i s T s ST T T i s i U S I S

e S SR S S S S
TI L] x| x|
+- - -+

(0]

+
.
| Control Connection ID |
T o i T S o T s T S e e i S S i St S S S
| Ns | Nr |
T o i T S o T s T S e e i S S i St S S S

The T bit MJST be set to 1, indicating that this is a contro
nessage.
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The L and S bits MJST be set to 1, indicating that the Length field
and sequence nunbers are present.

The x bits are reserved for future extensions. All reserved bits
MJST be set to O on outgoing nessages and i gnored on incom ng
nessages.

The Ver field indicates the version of the L2TP control nessage
header described in this docunent. On sending, this field MIST be
set to 3 for all messages (unless operating in an environment that

i ncludes L2TPv2 [ RFC2661] and/or L2F [ RFC2341] as well, see Section
4.1 for details).

The Length field indicates the total Iength of the nmessage in octets,
al ways cal culated fromthe start of the control nessage header itself
(beginning with the T bit).

The Control Connection ID field contains the identifier for the
control connection. L2TP control connections are naned by
identifiers that have |ocal significance only. That is, the sane
control connection will be given unique Control Connection |IDs by
each LCCE fromw thin each endpoint’s own Control Connection ID
nunber space. As such, the Control Connection ID in each nessage is
that of the intended recipient, not the sender. Non-zero Control
Connection I Ds are sel ected and exchanged as Assi gned Contr ol
Connection I D AVPs during the creation of a control connection.

Ns indicates the sequence nunmber for this control nessage, beginning
at zero and increnmenting by one (nodulo 2**16) for each nessage sent.
See Section 4.2 for nore information on using this field.

Nr i ndicates the sequence nunber expected in the next control nessage
to be received. Thus, Nr is set to the Ns of the l|ast in-order
nmessage received plus one (nodulo 2**16). See Section 4.2 for nore
information on using this field.

3.2.2. L2TP Data Message
In general, an L2TP data nmessage consists of a (1) Session Header,

(2) an optional L2-Specific Sublayer, and (3) the Tunnel Payl oad, as
depi ct ed bel ow.
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Figure 3.2.2: L2TP Data Message Header

il s T T S S S S S i N T i ST S S S S S e e L T 2
| L2TP Sessi on Header |
il s T T S S S S S i N T i ST S S S S S e e L T 2
| L2- Speci fic Subl ayer |
il s T T S S S S S i N T i ST S S S S S e e L T 2
| Tunnel Payl oad .

il s T T S S S S S i N T i ST S S S S S e e L T 2

The L2TP Session Header is specific to the encapsul ati ng PSN over
which the L2TP traffic is delivered. The Session Header MJST provide
(1) a nethod of distinguishing traffic anong multiple L2TP data
sessions and (2) a method of distinguishing data nmessages from
control nessages.

Each type of encapsul ating PSN MJUST define its own session header,
clearly identifying the format of the header and paraneters necessary
to setup the session. Section 4.1 defines two session headers, one
for transport over UDP and one for transport over |P.

The L2-Specific Sublayer is an internediary |ayer between the L2TP
session header and the start of the tunneled frane. |t contains
control fields that are used to facilitate the tunneling of each
frame (e.g., sequence nunbers or flags). The Default L2-Specific
Subl ayer for L2TPv3 is defined in Section 4.6.

The Data Message Header is followed by the Tunnel Payl oad, including
any necessary L2 fram ng as defined in the payl oad-specific conpani on
docunent s.

3.3. Control Connection Managenent

The L2TP control connection handl es dynam ¢ establishnent, teardown,
and nai nt enance of the L2TP sessions and of the control connection
itself. The reliable delivery of control nessages is described in
Section 4. 2.

This section describes typical control connection establishment and
teardown exchanges. It is inportant to note that, in the diagrans
that follow, the reliable control nessage delivery nechani smexists

i ndependently of the L2TP state machine. For instance, Explicit
Acknow edgenent (ACK) nessages may be sent after any of the contro
nmessages indicated in the exchanges below if an acknow edgrment is not
pi ggybacked on a | ater control nessage.
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LCCEs are identified during control connection establishnment either
by the Host Nane AVP, the Router ID AVP, or a conbination of the two
(see Section 5.4.3). The identity of a peer LCCE is central to

sel ecting proper configuration paraneters (i.e., Hello interval,

wi ndow size, etc.) for a control connection, as well as for

determ ning how to set up associated sessions within the contro
connection, password | ookup for control connection authentication
control connection level tie breaking, etc.

3.3.1. Control Connection Establishment

Establ i shnent of the control connection involves an exchange of AVPs
that identifies the peer and its capabilities.

A three-nmessage exchange is used to establish the control connection
The following is a typical message exchange:

LCCE A LCCE B
SCCRQ - >

<- SCCRP
SCCCN - >

3.3.2. Control Connection Teardown

Control connection teardown may be initiated by either LCCE and is
acconpl i shed by sending a single StopCCN control nmessage. As part of
the reliable control nmessage delivery mechani sm the recipient of a
St opCCN MUST send an ACK nessage to acknow edge recei pt of the
message and mai ntai n enough control connection state to properly
accept StopCCN retransm ssions over at least a full retransm ssion
cycle (in case the ACK nmessage is lost). The reconmended tine for a
full retransm ssion cycle is at |east 31 seconds (see Section 4.2).
The following is an exanple of a typical control nessage exchange:

LCCE A LCCE B
St opCCN - >
(Cl ean up)
(Wi t)
(Cl ean up)

An inmplenmentati on may shut down an entire control connection and al
sessions associated with the control connection by sending the
StopCCN. Thus, it is not necessary to clear each session

i ndi vidually when tearing down the whole control connection
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3.4. Session Managenent

After successful control connection establishment, individua
sessions nmay be created. Each session corresponds to a single data
stream between the two LCCEs. This section describes the typica
call establishment and teardown exchanges.

3.4.1. Session Establishnent for an Incom ng Cal

A three-nmessage exchange is used to establish the session. The
followng is a typical sequence of events:

LCCE A LCCE B
(Call

Det ect ed)

| CRQ ->

<- | CRP

(Call

Accept ed)

| CCN ->

3.4.2. Session Establishnent for an Qutgoing Cal

A three-nmessage exchange is used to set up the session. The
followng is a typical sequence of events:

OCRP ->
(Perform

Cal |

Oper at i on)
OCCN - >

(Call Operation

Conpl et ed
Successful ly)

Lau, et al. St andar ds Track [ Page 15]



RFC 3931 L2TPv3 March 2005

3.4.3. Session Teardown

Session teardown nmay be initiated by either the LAC or LNS and is
acconpl i shed by sending a CDN control mnessage. After the |ast
session is cleared, the control connection MAY be torn down as wel |l
(and typically is). The following is an exanple of a typical contro
nmessage exchange:

LCCE A LCCE B
CDN - >
(Cl ean up)

(Cl ean up)

4. Protocol Operation
4.1. L2TP Over Specific Packet-Swi tched Networks (PSNs)

L2TP may operate over a variety of PSNs. There are two nodes

descri bed for operation over |IP, L2TP directly over |IP (see Section
4.1.1) and L2TP over UDP (see Section 4.1.2). L2TPv3 inplenentations
MUST support L2TP over |P and SHOULD support L2TP over UDP for better
NAT and firewall traversal, and for easier migration fromL2TPv2.

L2TP over other PSNs may be defined, but the specifics are outside
the scope of this docunent. Exanples of L2TPv2 over ot her PSNs
i ncl ude [ RFC3070] and [ RFC3355].

The following field definitions are defined for use in all L2TP
Sessi on Header encapsul ations.

Session I D

A 32-bit field containing a non-zero identifier for a session.
L2TP sessions are nanmed by identifiers that have | ocal
significance only. That is, the sanme |ogical session will be
given different Session |IDs by each end of the control connection
for the life of the session. Wen the L2TP control connection is
used for session establishnent, Session IDs are selected and
exchanged as Local Session ID AVPs during the creation of a
session. The Session ID al one provides the necessary context for
all further packet processing, including the presence, size, and
val ue of the Cookie, the type of L2-Specific Sublayer, and the
type of payl oad bei ng tunnel ed.
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Cooki e

The optional Cookie field contains a variable-1ength val ue

(maxi mum 64 bits) used to check the association of a received data
nmessage wWith the session identified by the Session ID. The Cookie
MUST be set to the configured or signaled randomvalue for this
session. The Cookie provides an additional |evel of guarantee
that a data nmessage has been directed to the proper session by the
Session ID. A well-chosen Cookie may prevent inadvertent

nm sdirection of stray packets with recently reused Session | Ds,
Session I Ds subject to packet corruption, etc. The Cookie nay

al so provide protection agai nst sonme specific nmalicious packet
insertion attacks, as described in Section 8. 2.

When the L2TP control connection is used for session
establ i shment, random Cooki e val ues are sel ected and exchanged as
Assi gned Cooki e AVPs during session creation.

4.1.1. L2TPv3 over IP

L2TPv3 over |P (both versions) utilizes the | ANA-assigned |P protocol
I D 115.

4.1.1.1. L2TPv3 Session Header Over |IP

Unli ke L2TP over UDP, the L2TPv3 session header over IP is free of
any restrictions inposed by coexistence with L2TPv2 and L2F. As
such, the header format has been designed to optinize packet
processing. The follow ng session header format is utilized when
operating L2TPv3 over |P:

Figure 4.1.1.1: L2TPv3 Sessi on Header Over |IP

0 1 2 3
01234567890123456789012345678901
i T i i e S I ih s o S S ™
| Session ID |
i T i i e S I ih s o S S ™

| Cooki e (optional, maximm 64 bits)...
i T i i e S I ih s o S S ™

il s T T S S S S S i N T i ST S S S S S e e L T 2
The Session |ID and Cookie fields are as defined in Section 4.1. The

Session ID of zero is reserved for use by L2TP control nessages (see
Section 4.1.1.2).
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4.1.1. 2. L2TP Control and Data Traffic over |IP

Unli ke L2TP over UDP, which uses the T bit to distinguish between
L2TP control and data packets, L2TP over |P uses the reserved Session
I D of zero (0) when sending control nessages. It is presuned that
checking for the zero Session IDis nore efficient -- both in header
size for data packets and in processing speed for distinguishing
between control and data nessages -- than checking a single bit.

The entire control nessage header over IP, including the zero session
| D, appears as foll ows:

Figure 4.1.1.2: L2TPv3 Control Message Header Over I|P

0 1 2 3
01234567890123456789012345678901
il s T T S S S S S i N T i ST S S S S S e e L T 2
| (32 bits of zeros) |

R R e e i i i e S S i ik Tk Tk Sk S SR SR TR S
TI L] x| x| S| x| x| x| x| x| x| x] Ver | Lengt h |
R R e e i i i e S S i ik Tk Tk Sk S SR SR TR S

+
I
+-
| Control Connection ID |
il s T T S S S S S i N T i ST S S S S S e e L T 2

I Ns I Nr I
il s T T S S S S S i N T i ST S S S S S e e L T 2
Narmed fields are as defined in Section 3.2.1. Note that the Length
field is still calculated fromthe beginning of the control nessage
header, beginning with the T bit. It does NOT include the "(32 bits
of zeros)" depicted above.

When operating directly over IP, L2TP packets |lose the ability to
take advantage of the UDP checksum as a sinple packet integrity
check, which is of particular concern for L2TP control messages.
Control Message Authentication (see Section 4.3), even with an enpty
password field, provides for a sufficient packet integrity check and
SHOULD al ways be enabl ed.

4.1.2. L2TP over UDP
L2TPv3 over UDP nust consider other L2 tunneling protocols that may
be operating in the sane environnment, including L2TPv2 [ RFC2661] and
L2F [ RFC2341].
Wiile there are efficiencies gained by running L2TP directly over |P,
I P

there are possible side effects as well. For instance, L2TP over
is not as NAT-friendly as L2TP over UDP
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4.1.2.1. L2TP Session Header Over UDP

The follow ng session header format is utilized when operating L2TPv3
over UDP:

Figure 4.1.2.1: L2TPv3 Session Header over UDP

1 2 3
1234567890123456789012345678901
i i S I S I i S S S S il s ot i S
T| x| x| x| x| x| x| x| x| x| x| x] Ver | Reserved |
R R e e i i i e S S i ik Tk Tk Sk S SR SR TR S

Session I D |

B i o T i i i S I T sl e S
Cooki e (optional, maximm 64 bits)...

B i o T i i i S I T sl e S

T I T i o ST S S S I mi s ci S S S

+
I
+
I
+
I
+

The T bit MJST be set to O, indicating that this is a data nmessage.

The x bits and Reserved field are reserved for future extensions.
Al'l reserved values MJST be set to O on outgoing nessages and ignored
on incom ng nessages.

The Ver field MJST be set to 3, indicating an L2TPv3 nessage.

Note that the initial bits 1, 4, 6, and 7 have neaning in L2TPv2

[ RFC2661], and are deprecated and marked as reserved in L2TPv3.
Thus, for UDP node on a systemthat supports both versions of L2TP,
it is inportant that the Ver field be inspected first to determ ne
the Version of the header before acting upon any of these bits.

The Session |ID and Cookie fields are as defined in Section 4. 1.
4.1.2.2. UDP Port Selection

The method for UDP Port Sel ection defined in this section is
identical to that defined for L2TPv2 [ RFC2661].

When negotiating a control connection over UDP, control nessages MJST
be sent as UDP dat agranms using the registered UDP port 1701

[ RFC1700]. The initiator of an L2TP control connection picks an
avail abl e source UDP port (which nay or may not be 1701) and sends to
the desired destination address at port 1701. The recipient picks a
free port on its own system (which may or may not be 1701) and sends
its reply to the initiator’s UDP port and address, setting its own
source port to the free port it found.
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Any subsequent traffic associated with this control connection
(either control traffic or data traffic froma session established
through this control connection) must use these sanme UDP ports.

It has been suggested that having the recipient choose an arbitrary
source port (as opposed to using the destination port in the packet
initiating the control connection, i.e., 1701) may nmake it nore
difficult for L2TP to traverse sone NAT devices. |nplenentations
shoul d consider the potential inplication of this capability before
choosing an arbitrary source port. A NAT device that can pass TFTP
traffic with variant UDP ports should be able to pass L2TP UDP
traffic since both protocols enploy simlar policies with regard to
UDP port sel ection.

4.1.2.3. UDP Checksum

The tunnel ed frames that L2TP carry often have their own checksuns or
integrity checks, rendering the UDP checksum redundant for nuch of
the L2TP data nessage contents. Thus, UDP checksuns MAY be di sabl ed
in order to reduce the associ ated packet processing burden at the
L2TP endpoi nts.

The L2TP header itself does not have its own checksumor integrity
check. However, use of the L2TP Session I D and Cookie pair guards
agai nst accepting an L2TP data nessage if corruption of the Session
I D or associ ated Cooki e has occurred. Wen the L2-Specific Sublayer
is present in the L2TP header, there is no built-in integrity check
for the informati on contained therein if UDP checksuns or sone ot her
integrity check is not enployed. |Psec (see Section 4.1.3) may be
used for strong integrity protection of the entire contents of L2TP
dat a nessages.

UDP checksuns MJUST be enabl ed for L2TP control nessages.

4.1. 3. L2TP and | Psec

The L2TP data channel does not provide cryptographic security of any
kind. |If the L2TP data channel operates over a public or untrusted
| P network where privacy of the L2TP data is of concern or

sophi sticated attacks agai nst L2TP are expected to occur, |Psec

[ RFC2401] MJST be nmade avail able to secure the L2TP traffic.

Ei t her L2TP over UDP or L2TP over IP may be secured with | Psec.

[ RFC3193] defines the reconmended nethod for securing L2TPv2. L2TPv3
possesses identical characteristics to | Psec as L2TPv2 when runni ng
over UDP and inplenmentations MJST foll ow the sanme reconmendati on.
When operating over IP directly, [RFC3193] still applies, though
references to UDP source and destination ports (in particular, those
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in Section 4, "IPsec Filtering details when protecting L2TP") may be
ignored. Instead, the selectors used to identify L2TPv3 traffic are
sinply the source and destination |IP addresses for the tunne

endpoi nts together with the L2TPv3 I P protocol type, 115.

In addition to I P transport security, |Psec defines a node of
operation that allows tunneling of |IP packets. The packet-I|eve
encryption and aut hentication provided by | Psec tunnel npode and that
provi ded by L2TP secured with | Psec provide an equival ent |evel of
security for these requirenents.

| Psec al so defines access control features that are required of a
conpliant IPsec inplenmentation. These features allow filtering of
packets based upon network and transport |ayer characteristics such
as | P address, ports, etc. |In the L2TP tunneling nodel, anal ogous
filtering may be perfornmed at the network | ayer above L2TP. These
network | ayer access control features may be handled at an LCCE via
vendor - speci fic authorization features, or at the network | ayer
itself by using |Psec transport node end-to-end between the

comuni cating hosts. The requirenents for access control nechani snms
are not a part of the L2TP specification, and as such, are outside
the scope of this docunent.

Protecting the L2TP packet streamw th |IPsec does, in turn, also
protect the data within the tunnel ed session packets while
transported fromone LCCE to the other. Such protection nust not be
consi dered a substitution for end-to-end security between

comuni cati ng hosts or applications.

4.1.4. 1P Fragnentation |ssues

Fragnment ati on and reassenbly in network equi pnment generally require
significantly greater resources than sending or receiving a packet as
a single unit. As such, fragnentation and reassenbly should be

avoi ded whenever possible. Ideal solutions for avoiding
fragmentation include proper configuration and nanagenent of MIU

si zes anong the Renbte System the LCCE, and the |IP network, as well
as adaptive nmeasures that operate with the originating host (e.g.

[ RFC1191], [RFC1981]) to reduce the packet sizes at the source.

An LCCE MAY fragnment a packet before encapsulating it in L2TP. For
exanmple, if an | Pv4 packet arrives at an LCCE froma Renpte System
that, after encapsulation with its associated fram ng, L2TP, and IP
does not fit in the available path MIU towards its LCCE peer, the

| ocal LCCE may perform | Pv4 fragnentation on the packet before tunnel
encapsul ation. This creates two (or nore) L2TP packets, each
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carrying an | Pv4 fragment with its associated framng. This
ultimately has the effect of placing the burden of fragnentation on
the LCCE, while reassenbly occurs on the |IPv4 destination host.

If an | Pv6 packet arrives at an LCCE froma Renote Systemthat, after
encapsul ati on with associated franing, L2TP and IP, does not fit in
the avail able path MIU towards its L2TP peer, the Ceneric Packet
Tunnel i ng specification [ RFC2473], Section 7.1 SHOULD be fol | owed.

In this case, the LCCE should either send an | CMP Packet Too Big
nmessage to the data source, or fragnent the resultant L2TP/I P packet
(for reassenbly by the L2TP peer).

If the amount of traffic requiring fragnentati on and reassenbly is
rather light, or there are sufficiently optinized nechanisms at the
tunnel endpoints, fragnentation of the L2TP/IP packet nmay be
sufficient for accommobdati ng m smatched MIUs that cannot be nanaged
by nore efficient means. This nethod effectively enulates a | arger
MIU bet ween tunnel endpoints and should work for any type of L2-
encapsul ated packet. Note that |Pv6 does not support "in-flight"
fragnentation of data packets. Thus, unlike IPv4, the MIU of the
path towards an L2TP peer mnust be known in advance (or the | ast
resort I Pv6 m nimum MU of 1280 bytes utilized) so that |Pv6
fragmentati on may occur at the LCCE

In sunmary, attenpting to control the source MIU by communi cati ng
with the originating host, forcing that an MIU be sufficiently |arge
on the path between LCCE peers to tunnel a frane from any ot her
interface without fragnmentation, fragnmenting | P packets before
encapsul ation with L2TP/I P, or fragnenting the resultant L2TP/IP
packet between the tunnel endpoints, are all valid nmethods for
managi ng MU nmi smatches. Sone are clearly better than others
dependi ng on the given deploynent. For exanple, a passive nonitoring
application using L2TP would certainly not wi sh to have | CMP nessages
sent to a traffic source. Further, if the Iinks connecting a set of
LCCEs have a very large MIU (e.g., SDH SONET) and it is known that
the MIU of all |inks being tunneled by L2TP have smaller MIUs (e.qg.,
1500 bytes), then any |IP fragnmentation and reassenbly enabl ed on the
participating LCCEs woul d never be utilized. An inplenentation MJST
i npl erent at | east one of the nmethods described in this section for
managi ng m snmat ched MIUs, based on careful consideration of how the
final product will be depl oyed.

L2TP-specific fragnmentati on and reassenbly net hods, which may or may
not depend on the characteristics of the type of |ink being tunnel ed
(e.g., judicious packing of ATMcells), may be defined as well, but
these nmethods are outside the scope of this docunent.
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4.2. Reliable Delivery of Control Messages

L2TP provides a lower level reliable delivery service for all contro
nmessages. The Nr and Ns fields of the control nessage header (see
Section 3.2.1) belong to this delivery mechanism The upper |evel
functions of L2TP are not concerned with retransm ssion or ordering
of control messages. The reliable control messaging nechanismis a
slidi ng wi ndow mechani smthat provides control message retransm ssion
and congestion control. Each peer naintains separate sequence nunber
state for each control connection

The nmessage sequence nunber, Ns, begins at 0. Each subsequent
nmessage is sent with the next increment of the sequence nunber. The
sequence nunber is thus a free-running counter represented nodul o
65536. The sequence nunber in the header of a received nessage is
consi dered less than or equal to the last received nunber if its
value lies in the range of the | ast received nunber and the preceding
32767 val ues, inclusive. For exanple, if the |ast received sequence
nunber was 15, then nmessages with sequence nunbers 0 through 15, as
wel | as 32784 through 65535, would be considered | ess than or equal
Such a nmessage woul d be considered a duplicate of a nessage al ready
recei ved and ignored from processing. However, in order to ensure
that all nessages are acknow edged properly (particularly in the case
of a lost ACK nessage), receipt of duplicate nmessages MJIST be

acknowl edged by the reliable delivery nmechanism This acknow edgnent
may either piggybacked on a nmessage in queue or sent explicitly via
an ACK nessage.

Al'l control messages take up one slot in the control nmessage sequence
nunber space, except the ACK nessage. Thus, Ns is not increnented
after an ACK nessage i s sent.

The | ast received nessage nunber, Nr, is used to acknow edge nessages
received by an L2TP peer. It contains the sequence nunber of the
nmessage the peer expects to receive next (e.g., the last Ns of a

non- ACK nessage received plus 1, nodulo 65536). Wile the Nr in a
recei ved ACK nessage is used to flush nessages fromthe | ocal
retransmt queue (see below), the Nr of the next message sent is not
updated by the Ns of the ACK nessage. Nr SHOULD be sanity-checked
before flushing the retransnit queue. For instance, if the Nr
received in a control nmessage is greater than the last Ns sent plus 1
nodul o 65536, the control nessage is clearly invalid.

The reliable delivery nechanismat a receiving peer is responsible

for making sure that control nmessages are delivered in order and

wi thout duplication to the upper level. Messages arriving out-of-

order may be queued for in-order delivery when the mi ssing nessages
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are received. Alternatively, they nay be discarded, thus requiring a
retransm ssion by the peer. Wen dropping out-of-order contro
packets, Nr MAY be updated before the packet is discarded.

Each control connection maintains a queue of control nessages to be
transnitted to its peer. The nessage at the front of the queue is
sent with a given Ns value and is held until a control nessage
arrives fromthe peer in which the Nr field indicates receipt of this
nmessage. After a period of time (a reconmended default is 1 second
but SHOULD be configurable) passes without acknow edgnent, the
nmessage is retransmtted. The retransnitted nmessage contains the
sane Ns value, but the Nr value MJST be updated with the sequence
nunber of the next expected nessage.

Each subsequent retransm ssion of a nessage MJST enpl oy an
exponential backoff interval. Thus, if the first retransm ssion
occurred after 1 second, the next retransm ssion should occur after 2
seconds has el apsed, then 4 seconds, etc. An inplenmentati on MAY

pl ace a cap upon the nmaxi numinterval between retransnissions. This
cap SHOULD be no less than 8 seconds per retransnission. |If no peer
response is detected after several retransm ssions (a recomended
default is 10, but MJST be configurable), the control connection and
all associ ated sessions MJST be cleared. As it is the first nessage
to establish a control connection, the SCCRQ MAY enpl oy a different
retransm ssion maxi mumthan other control nessages in order to help
facilitate failover to alternate LCCEs in a tinely fashion.

When a control connection is being shut down for reasons other than

| oss of connectivity, the state and reliable delivery nechani sms MJST
be mai ntai ned and operated for the full retransmnission interval after
the final message StopCCN nessage has been sent (e.g., 1 + 2 + 4 + 8

+ 8... seconds), or until the StopCCN nessage itself has been

acknow edged.

A sliding wi ndow nmechanismis used for control nessage transm ssion
and retransm ssion. Consider two peers, A and B. Suppose A
specifies a Receive Wndow Size AVP with a value of Nin the SCCRQ or
SCCRP nmessage. B is now allowed to have a maxi mum of N out standi ng
(i.e., unacknow edged) control nessages. Once N nmessages have been
sent, B nmust wait for an acknow edgnent from A that advances the

wi ndow before sendi ng new control nessages. An inplenentation may
advertise a non-zero receive window as small or as large as it

wi shes, depending on its own ability to process incom ng nessages
bef ore sendi ng an acknow edgenent. Each peer MUST linit the nunber
of unacknow edged nessages it will send before receiving an

acknowl edgenment by this Receive Wndow Size. The actual interna
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4. 3.

Lau

unacknow edged message send-queue depth nay be further linited by
| ocal resource allocation or by dynanmic slowstart and congestion-
avoi dance nechani sns.

When retransmitting control nessages, a slow start and congestion
avoi dance wi ndow adj ust ment procedure SHOULD be utilized. A
recommended procedure is described in Appendix A. A peer MAY drop
nmessages, but MUST NOT actively del ay acknow edgnent of nmessages as a
techni que for flow control of control nessages. Appendix B contains
exanpl es of control nessage transni ssion, acknow edgnent, and
retransm ssion.

Control Message Authentication

L2TP i ncorporates an optional authentication and integrity check for
all control nessages. This nmechani smconsists of a conputed one-way
hash over the header and body of the L2TP control nessage, a pre-
configured shared secret, and a |l ocal and renote nonce (random val ue)
exchanged via the Control Message Authentication Nonce AVP. This

per - nessage authentication and integrity check is designed to perform
a mutual authentication between L2TP nodes, performintegrity
checking of all control nessages, and guard agai nst control message
spoofing and replay attacks that would otherwi se be trivial to nmount.

At | east one shared secret (password) MJIST exi st between

comuni cating L2TP nodes to enable Control Message Aut hentication
See Section 5.4.3 for details on calculation of the Message Di gest
and construction of the Control Message Authentication Nonce and
Message Di gest AVPs.

L2TPv3 Control Message Authentication is simlar to L2TPv2 [ RFC2661]
Tunnel Authentication in its use of a shared secret and one-way hash
calculation. The principal difference is that, instead of computing
the hash over sel ected contents of a received control nessage (e.g.,
the Chal l enge AVP and Message Type) as in L2TPv2, the entire message
is used in the hash in L2TPv3. 1In addition, instead of including the
hash digest in just the SCCRP and SCCCN nessages, it is now incl uded
in all L2TP nessages.

The Control Message Authentication nmechanismis optional, and may be
disabled if both peers agree. For exanple, if |IPsec is already being
used for security and integrity checking between the LCCEs, the

function of the L2TP nmechani sm becones redundant and rmay be di sabl ed.

Presence of the Control Message Authentication Nonce AVP in an SCCRQ
or SCCRP nessage serves as indication to a peer that Control Message
Aut hentication is enabled. |f an SCCRQ or SCCRP contains a Contro
Message Aut hentication Nonce AVP, the receiver of the nessage MJST

, et al. St andar ds Track [ Page 25]



RFC 3931 L2TPv3 March 2005

respond with a Message Digest AVP in all subsequent nmessages sent.
Control Message Authentication is always bidirectional; either both
sides participate in authentication, or neither does.

If Control Message Authentication is disabled, the Message Di gest AVP

still MAY be sent as an integrity check of the nmessage. The
integrity check is calculated as in Section 5.4.3, with an enpty
zero-length shared secret, |ocal nonce, and renpte nonce. If an

invalid Message Digest is received, it should be assuned that the
nmessage has been corrupted in transit and the nessage dropped
accordingly.

| mpl enent ati ons MAY rate-linmit control nessages, particularly SCCRQ
nmessages, upon receipt for performance reasons or for protection
agai nst deni al of service attacks.

4.4. Keepalive (Hello)

L2TP enpl oys a keepalive nechanismto detect |oss of connectivity
between a pair of LCCEs. This is acconplished by injecting Hello
control nessages (see Section 6.5) after a period of time has el apsed
since the | ast data nessage or control nessage was received on an
L2TP session or control connection, respectively. As with any other
control nessage, if the Hello nessage is not reliably delivered, the
sendi ng LCCE decl ares that the control connection is dowmn and resets
its state for the control connection. This behavior ensures that a
connectivity failure between the LCCEs is detected i ndependently by
each end of a control connection

Since the control channel is operated in-band with data traffic over
the PSN, this single nechanismcan be used to infer basic data
connectivity between a pair of LCCEs for all sessions associated with
the control connection

Peri odi c keepalive for the control connection MJST be inplenmented by
sending a Hello if a period of tine (a recommended default is 60
seconds, but MJUST be configurable) has passed wi thout receiving any
nmessage (data or control) fromthe peer. An LCCE sending Hello
nmessages across nultiple control connections between the sane LCCE
endpoints MJST enploy a jittered timer nechanismto prevent grouping
of Hell o nmessages.

4.5. Forwarding Session Data Franes
Once session establishnent is conplete, circuit frames are received
at an LCCE, encapsulated in L2TP (with appropriate attention to

fram ng, as described in docunments for the particular pseudow re
type), and forwarded over the appropriate session. For every
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out goi ng data nessage, the sender places the identifier specified in
the Local Session ID AVP (received from peer during session
establishnment) in the Session ID field of the L2TP data header. In
this nmanner, session franes are nmultiplexed and denul ti pl exed bet ween
a given pair of LCCEs. Miltiple control connections may exi st
between a given pair of LCCEs, and multiple sessions nay be
associated with a given control connection

The peer LCCE receiving the L2TP data packet identifies the session
wi th which the packet is associated by the Session IDin the data
packet’s header. The LCCE then checks the Cookie field in the data
packet agai nst the Cookie val ue received in the Assigned Cookie AVP
during session establishnent. It is inmportant for inplenenters to
note that the Cookie field check occurs after |ooking up the session
context by the Session ID, and as such, consists nmerely of a val ue
match of the Cookie field and that stored in the retrieved context.
There is no need to performa | ookup across the Session ID and Cooki e
as a single value. Any received data packets that contain invalid
Session I Ds or associ ated Cooki e val ues MJST be dropped. Finally,
the LCCE either forwards the network packet within the tunneled frame
(e.g., as an LNS) or switches the frame to a circuit (e.g., as an
LAC) .

4.6. Default L2-Specific Sublayer

Thi s docunent defines a Default L2-Specific Sublayer fornmat (see
Section 3.2.2) that a pseudowire may use for features such as
sequenci ng support, L2 interworking, OAM or other per-data-packet
operations. The Default L2-Specific Sublayer SHOULD be used by a
given PWtype to support these features if it is adequate, and its
presence is requested by a peer during session negotiation.

Al ternative sublayers MAY be defined (e.g., an encapsulation with a
| arger Sequence Nunmber field or timng information) and identified
for use via the L2-Specific Sublayer Type AVP.

Figure 4.6: Default L2-Specific Sublayer Format

1 2 3
1234567890123456789012345678901
R R i s i i S S S S S kSt S S S S S e e
| x| S| x| x| x| x| x| x| Sequence Nunber |
R R i s i i S S S S S kSt S S S S S e e

The S (Sequence) bit is set to 1 when the Sequence Nunber contains a

valid nunber for this sequenced frame. |If the S bit is set to zero,
t he Sequence Nunber contents are undefined and MJST be ignored by the
receiver.
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The Sequence Nunber field contains a free-running counter of 2724
sequence nunbers. |If the nunber in this field is valid, the S bit
MJUST be set to 1. The Sequence Nunber begins at zero, which is a
val i d sequence nunber. (In this way, inplenentations inserting
sequence nunbers do not have to "skip" zero when increnenting.) The
sequence nunber in the header of a received nessage is considered

|l ess than or equal to the last received nunber if its value lies in
the range of the last received nunber and the preceding (2723-1)

val ues, inclusive.

4.6.1. Sequencing Data Packets

The Sequence Nunber field nay be used to detect |ost, duplicate, or
out - of - order packets within a given session

When L2 franes are carried over an L2TP-over-I1P or L2TP-over-UDP/ I P
data channel, this part of the Iink has the characteristic of being
able to reorder, duplicate, or silently drop packets. Reordering may
break sone non-1P protocols or L2 control traffic being carried by
the link. Silent dropping or duplication of packets may break
protocol s that assune per-packet indications of error, such as TCP
header conpression. Wile a comon nechani sm for packet sequence
detection is provided, the sequence dependency characteristics of

i ndi vidual protocols are outside the scope of this document.

| f any protocol being transported by over L2TP data channel s cannot
tolerate m sordering of data packets, packet duplication, or silent
packet | oss, sequencing may be enabl ed on sone or all packets by
using the S bit and Sequence Nunber field defined in the Default L2-
Speci fic Subl ayer (see Section 4.6). For a given L2TP session, each
LCCE is responsible for conmmunicating to its peer the | evel of
sequenci ng support that it requires of data packets that it receives.
Mechani snms to advertise this information during session negotiation
are provided (see Data Sequencing AVP in Section 5.4.4).

When det ermi ni ng whet her a packet is in or out of sequence, an

i npl erentation SHOULD utilize a method that is resilient to tenporary
dropouts in connectivity coupled with high per-session packet rates.
The recomrended nethod is outlined in Appendi x C

4.7. L2TPv2/v3 Interoperability and Mgration
L2TPv2 and L2TPv3 environnents should be able to coexist while a
mgration to L2TPv3 is nade. Mgration issues are di scussed for each

nmedia type in this section. Mst issues apply only to
i npl ementations that require both L2TPv2 and L2TPv3 operation
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However, even L2TPv3-only inplenentations nust at |east be m ndful of
these issues in order to interoperate with inplenmentations that
support both versions.

4.7. 1. L2TPv3 over IP

L2TPv3 i npl enentations running strictly over IP with no desire to
interoperate with L2TPv2 inpl enentati ons may safely disregard nost
mgration issues fromL2TPv2. Al control messages and data nessages
are sent as described in this docunment, w thout normative reference
to RFC 2661.

If one wishes to tunnel PPP over L2TPv3, and fallback to L2TPv2 only
if it is not available, then L2TPv3 over UDP with automatic fall back
(see Section 4.7.3) MJST be used. There is no determnistic nethod
for automatic fallback fromL2TPv3 over |IP to either L2TPv2 or L2TPv3
over UDP. One could infer whether L2TPv3 over |IP is supported by
sendi ng an SCCRQ and waiting for a response, but this could be

probl ematic during periods of packet |oss between L2TP nodes.

4.7. 2. L2TPv3 over UDP

The format of the L2TPv3 over UDP header is defined in Section
4.1.2. 1.

When operating over UDP, L2TPv3 uses the sane port (1701) as L2TPv2
and shares the first two octets of header format with L2TPv2. The
Ver field is used to distinguish L2TPv2 packets from L2TPv3 packets.
If an inplenentation is capable of operating in L2TPv2 or L2TPv3
nodes, it is possible to automatically detect whether a peer can
support L2TPv2 or L2TPv3 and operate accordingly. The details of
this fallback capability is defined in the foll owing section

4.7.3. Automatic L2TPv2 Fall back

When running over UDP, an inplenmentati on may detect whether a peer is
L2TPv3- capabl e by sending a special SCCRQ that is properly fornmatted
for both L2TPv2 and L2TPv3. This is acconplished by sending an SCCRQ
with its Ver field set to 2 (for L2TPv2), and ensuring that any
L2TPv3-specific AVPs (i.e., AVPs present within this docunent and not
defined within RFC 2661) in the nmessage are sent with each Mbit set
to 0, and that all L2TPv2 AVPs are present as they would be for
L2TPv2. This is done so that L2TPv3 AVPs will be ignored by an
L2TPv2-only inplenentation. Note that, in both L2TPv2 and L2TPv3,
the value contained in the space of the control nessage header
utilized by the 32-bit Control Connection IDin L2TPv3, and the 16-
bit Tunnel 1D and
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16-bit Session IDin L2TPv2, are always O for an SCCRQ This
effectively hides the fact that there are a pair of 16-bit fields in
L2TPv2, and a single 32-bit field in L2TPv3.

If the peer inplenentation is L2TPv3-capable, a control nessage with
the Ver field set to 3 and an L2TPv3 header and nessage format w ||
be sent in response to the SCCRQ Operation may then continue as
L2TPv3. If a nessage is received with the Ver field set to 2, it
nmust be assuned that the peer inplenentation is L2TPv2-only, thus
enabling fallback to L2TPv2 node to safely occur

Note Well: The L2TPv2/v3 auto-detection node requires that all L2TPv3
i npl ement ati ons over UDP be liberal in accepting an SCCRQ contro
message with the Ver field set to 2 or 3 and the presence of L2TPv2-
specific AVPs. An L2TPv3-only inplenentati on MUST ignore all L2TPv2
AVPs (e.g., those defined in RFC 2661 and not in this docunent)
within an SCCRQwith the Ver field set to 2 (even if the Mbit is set
on the L2TPv2-specific AVPS).

5. Control Message Attribute Value Pairs
To maxinize extensibility while permtting interoperability, a
uni form net hod for encodi ng nessage types is used throughout L2TP
This encoding will be termed AVP (Attribute Value Pair) for the
remai nder of this docunent.
5.1. AVP For nat
Each AVP is encoded as foll ows:
Figure 5.1: AVP For mat
0 1 2 3

01234567890123456789012345678901
T I T i o ST S S S I mi s o S S S S

IMH rsvd | Length | Vendor ID |
il s T T S S S S S i N T i ST S S S S S e e L T 2
| Attribute Type | Attribute Value ...

T o i T S o T s T S e e i S S i St S S S
(until Length is reached) |
T o i T S o T s T S e e i S S i St S S S

The first six bits conprise a bit mask that describes the genera
attributes of the AVYP. Two bits are defined in this docunent; the
remaining bits are reserved for future extensions. Reserved bits
MJST be set to 0 when sent and ignored upon receipt.
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Mandatory (M bit: Controls the behavior required of an

i npl enentation that receives an unrecognized AVP. The Mbit of a
gi ven AVP MJST only be inspected and acted upon if the AVP is
unrecogni zed (see Section 5.2).

H dden (H) bit: ldentifies the hiding of data in the Attribute Val ue
field of an AVP. This capability can be used to avoid the passing of
sensitive data, such as user passwords, as cleartext in an AVP
Section 5.3 describes the procedure for perform ng AVP hiding.

Length: Contains the nunber of octets (including the Overall Length
and bit mask fields) contained in this AVP. The Length may be
calculated as 6 + the length of the Attribute Value field in octets.

The field itself is 10 bits, permtting a maxi mum of 1023 octets of
data in a single AVP. The mininmum Length of an AVP is 6. If the
Length is 6, then the Attribute Value field is absent.

Vendor | D: The | ANA-assigned "SM Network Managenent Private
Enterpri se Codes" [RFC1700] value. The value 0, corresponding to

| ETF- adopted attribute values, is used for all AVPs defined within
this docunent. Any vendor wishing to inplenent its own L2TP
extensions can use its own Vendor ID along with private Attribute
val ues, guaranteeing that they will not collide with any ot her
vendor’s extensions or future | ETF extensions. Note that there are
16 bits allocated for the Vendor ID, thus limting this feature to
the first 65,535 enterprises.

Attribute Type: A 2-octet value with a unique interpretation across
all AVPs defined under a given Vendor |D.

Attribute Value: This is the actual value as indicated by the Vendor
ID and Attribute Type. It follows immediately after the Attribute
Type field and runs for the remaining octets indicated in the Length
(i.e., Length minus 6 octets of header). This field is absent if the
Length is 6.

In the event that the 16-bit Vendor |ID space is exhausted, vendor-

specific AVPs with a 32-bit Vendor I D MJST be encapsulated in the
foll ow ng manner:
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Figure 5.2: Extended Vendor |D AVP For mat

0 1 2 3
01234567890123456789012345678901
T I T i o ST S S S I mi s o S S S S

IMH rsvd | Length | 0 |
T o i T S o T s T S e e i S S i St S S S
| 58 | 32-bit Vendor 1D

i T i i e S I ih s o S S ™
| Attribute Type
i T i i e S I ih s o S S ™
Attribute Val ue .
i T i i e S I ih s o S S ™
(until Length is reached) |
i T i i e S I ih s o S S ™

This AVP encodes a vendor-specific AVP with a 32-bit Vendor |D space
within the Attribute Value field. Miltiple AVPs of this type nay

exi st in any nessage. The 16-bit Vendor ID MJST be 0, indicating
that this is an | ETF-defined AVP, and the Attribute Type MJST be 58,
indicating that what follows is a vendor-specific AVP with a 32-bit
Vendor | D code. This AVP MAY be hidden (the H bit MAY be 0 or 1).
The Mbit for this AVP MIST be set to 0. The Length of the AVP is 12
plus the length of the Attribute Val ue.

5.2. Mandatory AVPs and Setting the MBit

If the Mbit is set on an AVP that is unrecognized by its recipient,
the session or control connection associated with the control nessage
containing the AVP MUST be shut down. If the control nessage

contai ning the unrecogni zed AVP is associated with a session (e.g.,
an ICRQ ICRP, ICCN, SLI, etc.), then the session MJST be issued a
CDN with a Result Code of 2 and Error Code of 8 (as defined in
Section 5.4.2) and shut down. |[If the control nessage containing the
unrecogni zed AVP is associated with establishnment or mmintenance of a
Control Connection (e.g., SCCRQ SCCRP, SCCCN, Hello), then the
associ ated Control Connection MJST be issued a StopCCN with Result
Code of 2 and Error Code of 8 (as defined in Section 5.4.2) and shut
down. If the Mbit is not set on an unrecogni zed AVP, the AVP MJST
be ignored when received, processing the control nmessage as if the
AVP were not present.

Recei pt of an unrecogni zed AVP that has the Mbit set is catastrophic
to the session or control connection with which it is associated.
Thus, the Mbit should only be set for AVPs that are deened cruci al
to proper operation of the session or control connection by the
sender. AVPs that are considered crucial by the sender may vary by
application and configured options. In no case shall a receiver of
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5.

3.

an AVP "validate" if the Mbit is set on a recognized AVP. |If the
AVP is recognized (as all AVPs defined in this docunent MJST be for a
conpliant L2TPv3 specification), then by definition, the Mbit is of
no consequence.

The sender of an AVP is free to set its Mbit to 1 or O based on
whet her the configured application strictly requires the val ue
contained in the AVP to be recognized or not. For exanple,
"Automatic L2TPv2 Fal |l back" in Section 4.7.3 requires the setting of
the Mbit on all new L2TPv3 AVPs to zero if fallback to L2TPv2 is
supported and desired, and 1 if not.

The Mbit is useful as extra assurance for support of critical AVP
extensi ons. However, nore explicit nmethods may be available to
determ ne support for a given feature rather than using the Mbit
alone. For exanple, if a new AVP is defined in a nessage for which
there is always a nessage reply (i.e., an ICRQ |CRP, SCCRQ or SCCRP
nmessage), rather than sinply sending an AVP in the nessage with the M
bit set, availability of the extension may be identified by sending
an AVP in the request nessage and expecting a corresponding AVP in a
reply nessage. This nore explicit nmethod, when possible, is
preferred.

The Mbit also plays a role in determ ning whether or not a malforned
or out-of-range value within an AVP shoul d be ignored or should
result in termination of a session or control connection (see Section
7.1 for nore details).

Hi di ng of AVP Attribute Val ues

The H bit in the header of each AVP provides a nechanismto indicate
to the receiving peer whether the contents of the AVP are hidden or
present in cleartext. This feature can be used to hide sensitive
control nmessage data such as user passwords, |Ds, or other vital

i nformati on.

The H bit MJST only be set if (1) a shared secret exists between the
LCCEs and (2) Control Message Authentication is enabled (see Section
4.3). If the Hbit is set in any AVP(s) in a given control nessage,
at | east one Random Vector AVP nust al so be present in the nmessage
and MJUST precede the first AVP having an H bit of 1.
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The shared secret between LCCEs is used to derive a unique shared key
for hiding and unhiding cal culations. The derived shared key is
obt ai ned via an HVAC- MD5 keyed hash [ RFC2104], with the key

consi sting of the shared secret, and with the data bei ng hashed
consisting of a single octet containing the value 1.

shared_key = HVAC MD5 (shared_secret, 1)
Hi ding an AVP value is done in several steps. The first stepis to
take the length and value fields of the original (cleartext) AVP and
encode theminto the Hi dden AVP Subformat, which appears as foll ows:
Figure 5.3: Hi dden AVP Subf or mat
0 1 2 3

01234567890123456789012345678901
T I T i o ST S S S I mi s o S S S S

| Length of Original Val ue | Original Attribute Value ...
il s T T S S S S S i N T i ST S S S S S e e L T 2
| Paddi ng ...

T I T T I i (T i S SIS S S

Length of Original Attribute Value: This is length of the Oiginal
Attribute Value to be obscured in octets. This is necessary to
determ ne the original length of the Attribute Value that is | ost
when the additional Padding is added.

Oiginal Attribute Value: Attribute Value that is to be obscured.

Paddi ng: Random addi ti onal octets used to obscure |ength of the
Attribute Value that is being hidden.

To mask the size of the data being hidden, the resulting subformat
MAY be padded as shown above. Padding does NOT alter the val ue
placed in the Length of Original Attribute Value field, but does
alter the length of the resultant AVP that is being created. For
exanmple, if an Attribute Value to be hidden is 4 octets in |ength,

t he unhi dden AVP |l ength would be 10 octets (6 + Attribute Val ue
length). After hiding, the length of the AVP woul d becone 6 +
Attribute Value length + size of the Length of Original Attribute
Value field + Padding. Thus, if Padding is 12 octets, the AVP |l ength
would be 6 + 4 + 2 + 12 = 24 octets.
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Next, an MD5 [RFC1321] hash is performed (in network byte order) on
t he concatenati on of the foll ow ng:

+ the 2-octet Attribute nunber of the AVP
+ the shared key
+ an arbitrary | ength random vect or

The val ue of the random vector used in this hash is passed in the
value field of a Random Vector AVP. This Random Vector AVP nust be
pl aced in the nessage by the sender before any hidden AVPs. The sane
random vector may be used for nore than one hidden AVP in the sanme
nmessage, but not for hiding two or nore instances of an AVP with the
same Attribute Type unless the Attribute Values in the two AVPs are
al so identical. Wuen a different randomvector is used for the

hi di ng of subsequent AVPs, a new Random Vector AVP MUST be placed in
the control nessage before the first AVP to which it applies.

The MD5 hash value is then XORed with the first 16-octet (or |ess)
segnent of the Hi dden AVP Subformat and placed in the Attribute Val ue
field of the H dden AVP. |If the H dden AVP Subformat is |less than 16
octets, the Subformat is transforned as if the Attribute Value field
had been padded to 16 octets before the XOR Only the actual octets
present in the Subformat are nodified, and the Iength of the AW is
not altered.

If the Subformat is |onger than 16 octets, a second one-way MD5 hash
is calculated over a stream of octets consisting of the shared key
followed by the result of the first XOR  That hash is XORed with the
second 16-octet (or |ess) segnent of the Subformat and placed in the
correspondi ng octets of the Value field of the Hi dden AVP.

I f necessary, this operation is repeated, with the shared key used
along with each XOR result to generate the next hash to XOR the next
segnent of the value with.

The hiding nethod was adapted from [ RFC2865], which was taken from
the "M xing in the Plaintext"” section in the book "Network Security"
by Kaufman, Perl man and Speciner [KPS]. A detailed explanation of

t he nethod foll ows:

Call the shared key S, the Random Vector RV, and the Attribute Type
A. Break the value field into 16-octet chunks p_1, p_2, etc., with
the | ast one padded at the end with randomdata to a 16-octet
boundary. Call the ciphertext blocks c_1, c_2, etc. W wll also
define internediate values b_1, b_2, etc.
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b 1=M5((A+S+RY c_1=p_1xor b 1
b 2 =M5 (S _1) C_2 = p_2 xor b_2
b_i = MXb tS + c_i-1) c_i = p_i xor b_i
The String will contain c_1 + c_2 +...+ c_i, where "+" denotes

concat enati on

On receipt, the randomvector is taken fromthe | ast Random Vect or
AVP encountered in the nmessage prior to the AVP to be unhidden. The
above process is then reversed to yield the original val ue.

5.4. AVP Summary

The followi ng sections contain a list of all L2TP AVPs defined in
this docunent.

Fol Il owi ng the name of the AVP is a list indicating the nessage types
that utilize each AVP. After each AVP title follows a short
description of the purpose of the AVP, a detail (including a graphic)
of the format for the Attribute Value, and any additional information
needed for proper use of the AVP.

5.4.1. General Control Message AVPs
Message Type (Al Messages)

The Message Type AVP, Attribute Type 0, identifies the control
nmessage herein and defines the context in which the exact neaning
of the following AVPs will be determ ned.

The Attribute Value field for this AVP has the follow ng format:

0 1
0123456789012345
T s S S T e e S N e S 3
| Message Type |
T s S S T e e S N e S 3

The Message Type is a 2-octet unsigned integer.
The Message Type AVP MJUST be the first AVP in a nmessage,
imedi ately followi ng the control nmessage header (defined in

Section 3.2.1). See Section 3.1 for the list of defined contro
nessage types and their identifiers.
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The Mandatory (M bit within the Message Type AVP has speci al
nmeani ng. Rather than an indication as to whether the AVP itself
shoul d be ignored if not recognized, it is an indication as to
whet her the control nessage itself should be ignored. |If the M
bit is set within the Message Type AVP and the Message Type is
unknown to the inplenmentation, the control connection MJST be
cleared. If the Mbit is not set, then the inplenentation nay

i gnore an unknown nessage type. The Mbit MJST be set to 1 for
all message types defined in this docunent. This AVP MUST NOT be
hi dden (the H bit MJST be 0). The Length of this AVP is 8.

A vendor-specific control nessage may be defined by setting the
Vendor 1D of the Message Type AVP to a value other than the | ETF
Vendor ID of O (see Section 5.1). The Message Type AVP MJST stil
be the first AVP in the control nessage.

Message Digest (Al Messages)

The Message Digest AVP, Attribute Type 59 is used as an integrity
and aut hentication check of the L2TP Control Message header and
body.

The Attribute Value field for this AVP has the follow ng format:

0 1 2 3
01234567890123456789012345678901
T S o T s T T o S T il sl S T R S i i

| Digest Type | Message Di gest
T S o T s T T o S T il sl S T R S i i

T S o T s T T o S T il sl S T R S i i
T S o T s T T o S T il sl S T R S i i
(16 or 20 octets)

T S T T S e T S S T S SR S S S S s i =

Di gest Type is a one-octet integer indicating the D gest
cal cul ation al gorithm

0 HVAC- MD5 [ RFC2104]
1 HVAC- SHA-1 [ RFC2104]

Di gest Type 0 (HMVAC- MD5) MUST be supported, while Digest Type 1
(HVAC- SHA- 1) SHOULD be support ed.

The Message Digest is of variable length and contains the result

of the control nessage authentication and integrity cal cul ation
For Di gest Type 0 (HMAC-MD5), the length of the digest MJST be 16
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bytes. For Digest Type 1 (HMAC-SHA-1) the length of the digest
MUST be 20 bytes.

If Control Message Authentication is enabled, at |east one Message
Di gest AVP MJST be present in all nessages and MJST be pl aced

i medi ately after the Message Type AVP. This forces the Message
Di gest AVP to begin at a well-known and fixed offset. A second
Message Di gest AVP MAY be present in a nmessage and MJUST be pl aced
directly after the first Message Di gest AVP

The shared secret between LCCEs is used to derive a unique shared
key for Control Message Authentication calculations. The derived
shared key is obtained via an HVAC- MD5 keyed hash [ RFC2104], with
the key consisting of the shared secret, and with the data being
hashed consisting of a single octet containing the val ue 2.

shared_key = HVAC MD5 (shared_secret, 2)

Cal cul ation of the Message Digest is as follows for all nessages
ot her than the SCCRQ (where "+" refers to concatenation):

Message Di gest = HVAC Hash (shared_key, |ocal _nonce +
renot e_nonce + control _nessage)

HVAC Hash: HVAC Hashing algorithmidentified by the Digest Type
(MD5 or SHA1)

| ocal _nonce: Nonce chosen locally and advertised to the renote
LCCE.

renot e_nonce: Nonce received fromthe renote LCCE

(The | ocal _nonce and renote_nonce are advertised via the
Control Message Authentication Nonce AVP, also defined in this
section.)

shared_key: Derived shared key for this control connection

control _nmessage: The entire contents of the L2TP contro
nmessage, including the control nessage header and all AVPs.
Note that the control nessage header in this case begins after
the all-zero Session | D when running over | P (see Section
4.1.1.2), and after the UDP header when running over UDP (see
Section 4.1.2.1).

When cal cul ati ng the Message Digest, the Message Di gest AVP MJST

be present within the control nessage with the Digest Type set to
its proper value, but the Message Digest itself set to zeros.

Lau, et al. St andar ds Track [ Page 38]



RFC 3931 L2TPv3 March 2005

When receiving a control nmessage, the contents of the Message

Di gest AVP MJST be conpared agai nst the expected di gest val ue
based on |l ocal calculation. This is done by perforning the same
di gest cal cul ati on above, with the | ocal _nonce and renpte_nonce
reversed. This nmessage authenticity and integrity checki ng MJST
be performed before utilizing any information contained within the
control nessage. |If the calculation fails, the nessage MJST be

dr opped.

The SCCRQ has special treatnment as it is the initial nessage
conmenci ng a new control connection. As such, there is only one
nonce avail able. Since the nonce is present within the nmessage
itself as part of the Control Message Authentication Nonce AVP
there is no need to use it in the calculation explicitly.

Cal cul ation of the SCCRQ Message Digest is performed as foll ows:

Message Di gest = HVAC Hash (shared_key, control _nessage)
To allow for graceful sw tchover to a new shared secret or hash

algorithm two Message Digest AVPs MAY be present in a contro
nmessage, and two shared secrets MAY be configured for a given

LCCE. If two Message Digest AVPs are received in a contro
nessage, the nmessage MJST be accepted if either Message Digest is
valid. |If tw shared secrets are configured, each (separately)

MUST be used for calculating a digest to be conpared to the
Message Digest(s) received. Wen calculating a digest for a
control nessage, the Value field for both of the Message D gest
AVPs MJST be set to zero.

This AVP MUST NOT be hidden (the H bit MJUST be 0). The Mbit for
this AVP SHOULD be set to 1, but MAY vary (see Section 5.2). The
Length is 23 for Digest Type 1 (HMAC-MD5), and 27 for Digest Type
2 (HVAC SHA-1).

Control Message Authentication Nonce (SCCRQ SCCRP)

The Control Message Authentication Nonce AVP, Attribute Type 73,
MUST contain a cryptographically randomvalue [RFC1750]. This
value is used for Control Message Authentication

The Attribute Value field for this AVP has the follow ng format:

0 1 2 3
01234567890123456789012345678901
B S I I T s ai e S S S  oTHis SIS S S S S Y
| Nonce ... (arbitrary nunmber of octets)
B S I I T s ai e S S S  oTHis SIS S S S S Y
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5.

4.

The Nonce is of arbitrary length, though at |east 16 octets is
reconmended. The Nonce contains the random value for use in the
Control Message Authentication hash cal cul ati on (see Message

Di gest AVP definition in this section).

If Control Message Authentication is enabled, this AVP MJUST be
present in the SCCRQ and SCCRP nessages.

This AVP MUST NOT be hidden (the H bit MJUST be 0). The Mbit for
this AVP SHOULD be set to 1, but MAY vary (see Section 5.2). The
Length of this AVP is 6 plus the length of the Nonce.

Random Vector (Al Messages)

Lau,

2.

The Random Vector AVP, Attribute Type 36, MJST contain a
crypt ographically random val ue [ RFC1750]. This value is used for
AVP Hi di ng.

The Attribute Value field for this AVP has the follow ng format:

0 1 2 3
01234567890123456789012345678901
T S S e et s i i T s sl St S I S S Y
| Random Cctet String ... (arbitrary nunber of octets)

R e e s T i R e S S i i St S S S S S SR S

The Random Cctet String is of arbitrary |ength, though at |east 16
octets is reconmended. The string contains the random vector for
use in conmputing the MD5 hash to retrieve or hide the Attribute
Val ue of a hidden AVP (see Section 5.3).

More than one Random Vector AVP nmay appear in a message, in which
case a hidden AVP uses the Random Vector AVP nost closely
preceding it. As such, at |east one Random Vector AVP MJST
precede the first AVP with the H bit set.

This AVP MUST NOT be hidden (the H bit MJUST be 0). The Mbit for
this AVP SHOULD be set to 1, but MAY vary (see Section 5.2). The
Length of this AVP is 6 plus the Iength of the Random Cct et
String.

Result and Error Codes

Result Code (StopCCN, CDN)

The Result Code AVP, Attribute Type 1, indicates the reason for
term nating the control connection or session.
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The Attribute Value field for this AVP has the follow ng format:

0 1 2 3
01234567890123456789012345678901
T S T T S e T S S T i S S S S s i s

| Resul t Code | Error Code (optional) |
T S o T s T T o S T il sl S T R S i i
| Error Message ... (optional, arbitrary nunber of octets) |

T T I S S T S S T i S T

The Result Code is a 2-octet unsigned integer. The optional Error
Code is a 2-octet unsigned integer. An optional Error Message can
followthe Error Code field. Presence of the Error Code and
Message is indicated by the AVP Length field. The Error Message
contains an arbitrary string providing further (human-readabl e)
text associated with the condition. Hunman-readable text in al
error nessages MJUST be provided in the UTF-8 charset [ RFC3629]
usi ng the Default Language [ RFC2277].

This AVP MUST NOT be hidden (the H bit MJUST be 0). The Mbit for
this AVP SHOULD be set to 1, but MAY vary (see Section 5.2). The
Length is 8 if there is no Error Code or Message, 10 if there is

an Error Code and no Error Message, or 10 plus the length of the

Error Message if there is an Error Code and Message.

Defi ned Result Code values for the StopCCN nessage are as foll ows:

0 - Reserved

1 - General request to clear control connection

2 - General error, Error Code indicates the problem

3 - Control connection already exists.

4 - Requester is not authorized to establish a control
connecti on.

5 - The protocol version of the requester is not supported,

Error Code indicates highest version support ed.
6 - Requester is being shut down.
7 - Finite state nmachine error or tineout

General Result Code values for the CDN nessage are as follows:

0 - Reserved

1 - Session disconnected due to |oss of carrier or
circuit disconnect.

2 - Session disconnected for the reason indicated in Error
Code.

3 - Session disconnected for adm nistrative reasons.

4 - Session establishnent failed due to | ack of appropriate
facilities being available (tenporary condition).
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5 - Session establishment failed due to | ack of appropriate
facilities being avail able (permanent condition).

13 - Session not established due to losing tie breaker.

14 - Session not established due to unsupported PWtype.

15 - Session not established, sequencing required wthout
valid L2-Specific Subl ayer.

16 - Finite state machine error or timeout.

Addi tional service-specific Result Codes are defined outside this
docunent .

The Error Codes defined bel ow pertain to types of errors that are
not specific to any particular L2TP request, but rather to
protocol or nmessage format errors. |If an L2TP reply indicates in
its Result Code that a General Error occurred, the General Error
val ue shoul d be exam ned to deternine what the error was. The
currently defined General Error codes and their neanings are as

foll ows:

0 - No Ceneral Error.

1 - No control connection exists yet for this pair of LCCEs.
2 - Length is wong.

3 - One of the field values was out of range.

4 - Insufficient resources to handle this operation now.

5 - Invalid Session ID

6 - A generic vendor-specific error occurred.

7 - Try another. If initiator is aware of other possible

responder destinations, it should try one of them This can
be used to guide an LAC or LNS based on policy.

8 - The session or control connection was shut down due to receipt
of an unknown AVP with the Mbit set (see Section 5.2). The
Error Message SHOULD contain the attribute of the offending
AVP in (human-readable) text form

9 - Try another directed. If an LAC or LNS is aware of other
possi bl e destinations, it should informthe initiator of the
control connection or session. The Error Message MJST contain
a comma- separated |ist of addresses fromwhich the initiator
may choose. |f the L2TP data channel runs over |Pv4, then
this would be a comma-separated |ist of |P addresses in the
canoni cal dotted-decimal format (e.g., "192.0.2.1, 192.0.2.2,
192.0.2.3") in the UTF-8 charset [RFC3629] using the Default
Language [ RFC2277]. |If there are no servers for the LAC or
LNS to suggest, then Error Code 7 should be used. For |Pv4,
the delimter between addresses MJST be precisely a single
comma and a single space. For IPv6, each literal address MJST
be enclosed in "[" and "]" characters, follow ng the encoding
described in [ RFC2732] .
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When a General Error Code of 6 is used, additional information
about the error SHOULD be included in the Error Message field. A
vendor - speci fic AVP MAY be sent to nore precisely detail a
vendor - speci fic problem

Control Connection Managenent AVPs
ntrol Connection Tie Breaker (SCCRQ

The Control Connection Tie Breaker AVP, Attribute Type 5,
i ndi cates that the sender desires a single control connection to
exi st between a given pair of LCCEs.

The Attribute Value field for this AVP has the follow ng format:

0 1 2 3
01234567890123456789012345678901
T i T s s I T sl S P Y S Y S S S S

| Control Connection Tie Breaker Val ue ..
T i T s s I T sl S P Y S Y S S S S
(64 bits) |

T S T T S e i S S T e S S S s i =

The Control Connection Tie Breaker Value is an 8-octet random
value that is used to choose a single control connection when two
LCCEs request a control connection concurrently. The recipient of
a SCCRQ nust check to see if a SCCRQ has been sent to the peer; if
so, a tie has been detected. |In this case, the LCCE nust conpare
its Control Connection Tie Breaker value with the one received in
the SCCRQ The | ower value "wins", and the "l oser" MJST discard
its control connection. A StopCCN SHOULD be sent by the wi nner as
an explicit rejection for the losing SCCRQ |In the case in which
a tie breaker is present on both sides and the value is equal

bot h sides MJUST discard their control connections and restart
control connection negotiation with a new, randomtie breaker

val ue.

If atie breaker is received and an outstandi ng SCCRQ has no tie
breaker value, the initiator that included the Control Connection
Tie Breaker AVP "wins". |If neither side issues a tie breaker
then two separate control connections are opened.

Applications that enploy a distinct and well-known initiator have
no need for tie breaking, and MAY onmit this AVP or disable tie
breaking functionality. Applications that require tie breaking

al so require that an LCCE be uniquely identifiable upon receipt of
an SCCRQ  For L2TP over IP, this MJST be acconplished via the
Router 1D AVP
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Note that in [ RFC2661], this AVP is referred to as the "Tie
Breaker AVP" and is applicable only to a control connection. In
L2TPv3, the AVP serves the sanme purpose of tie breaking, but is
applicable to a control connection or a session. The Control
Connection Tie Breaker AVP (present only in Control Connection
nessages) and Session Tie Breaker AVP (present only in Session
nessages), are described separately in this docunent, but share
the same Attribute type of 5.

This AVP MUST NOT be hidden (the H bit MJUST be 0). The Mbit for
this AVP SHOULD be set to 1, but MAY vary (see Section 5.2). The
length of this AVP is 14.

Host Name (SCCRQ SCCRP)

The Host Nane AVP, Attribute Type 7, indicates the name of the
i ssuing LAC or LNS, encoded in the US-ASCI| charset.

The Attribute Value field for this AVP has the follow ng format:

0 1 2 3
01234567890123456789012345678901
T S T T S e T S S T i S S S S s i s

| Host Nane ... (arbitrary nunber of octets)
T S o T s T T o S T il sl S T R S i i

The Host Nane is of arbitrary |length, but MJST be at |least 1
octet.

Thi s nane should be as broadly unique as possible; for hosts

participating in DNS [ RFC1034], a host nanme with fully qualified
domai n woul d be appropriate. The Host Nanme AVP and/or Router |D
AVP MUST be used to identify an LCCE as described in Section 3.3.

This AVP MUST NOT be hidden (the H bit MJUST be 0). The Mbit for
this AVP SHOULD be set to 1, but MAY vary (see Section 5.2). The
Length of this AVP is 6 plus the length of the Host Nane.

Router 1D (SCCRQ SCCRP)
The Router ID AVP, Attribute Type 60, is an identifier used to

identify an LCCE for control connection setup, tie breaking,
and/ or tunnel authentication.
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The Attribute Value field for this AVP has the follow ng format:

0 1 2 3
01234567890123456789012345678901
T ST S e T S Tk a S S S S e T
| Router Identifier |
T ST S e T S Tk a S S S S e T

The Router Identifier is a 4-octet unsigned integer. |Its value is
uni que for a given LCCE, per Section 8.1 of [RFC2072]. The Host
Nanme AVP and/or Router |ID AVP MJST be used to identify an LCCE as
described in Section 3.3.

| mpl enent ati ons MJUST NOT assume that Router ldentifier is a valid
| P address. The Router ldentifier for L2TP over |IPv6 can be
obtai ned froman |IPv4 address (if available) or via unspecified

i mpl ement ati on-specific neans.

This AVP MUST NOT be hidden (the H bit MJUST be 0). The Mbit for
this AVP SHOULD be set to 1, but MAY vary (see Section 5.2). The
Length of this AVP is 10.

Vendor Nane (SCCRQ SCCRP)

The Vendor Nanme AVP, Attribute Type 8, contains a vendor-specific
(possi bly human-readabl e) string describing the type of LAC or LNS
bei ng used.

The Attribute Value field for this AVP has the follow ng format:

0 1 2 3
01234567890123456789012345678901
T S o T s T T o S T il sl S T R S i i

| Vendor Nane ... (arbitrary nunber of octets)
T S o T s T T o S T il sl S T R S i i

The Vendor Nane is the indicated nunber of octets representing the
vendor string. Human-readable text for this AVP MJUST be provi ded
in the US-ASCII charset [RFCL958, RFC2277].

This AVP MAY be hidden (the H bit MAY be O or 1). The Mbit for
this AVP SHOULD be set to 0, but MAY vary (see Section 5.2). The
Length (before hiding) of this AVP is 6 plus the length of the
Vendor Nane.
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Assi gned Control Connection ID (SCCRQ SCCRP, StopCCN)

The Assigned Control Connection |ID AVP, Attribute Type 61,
contains the I D being assigned to this control connection by the
sender.

The Attribute Value field for this AVP has the follow ng format:

0 1 2 3
01234567890123456789012345678901
T i T s s I T sl S P Y S Y S S S S
| Assi gned Control Connection ID |
T i T s s I T sl S P Y S Y S S S S

The Assigned Control Connection IDis a 4-octet non-zero unsi gned
i nt eger.

The Assigned Control Connection |ID AVP establishes the identifier
used to nultiplex and demultiplex nmultiple control connections
between a pair of LCCEs. Once the Assigned Control Connection ID
AVP has been received by an LCCE, the Control Connection ID
specified in the AVP MJST be included in the Control Connection ID
field of all control packets sent to the peer for the lifetine of
the control connection. Before the Assigned Control Connection ID
AVP is received froma peer, all control nessages MJST be sent to
that peer with a Control Connection ID value of 0 in the header
Because a Control Connection ID value of O is used in this special
manner, the zero value MJUST NOT be sent as an Assigned Control
Connection | D val ue.

Under certain circunstances, an LCCE may need to send a StopCCN to
a peer without having yet received an Assigned Control Connection
ID AVP fromthe peer (i.e., SCCRQ sent, no SCCRP received yet).

In this case, the Assigned Control Connection |ID AVP that had been
sent to the peer earlier (i.e., in the SCCRQ MJST be sent as the
Assi gned Control Connection ID AVP in the StopCCN. This policy
allows the peer to try to identify the appropriate contro
connection via a reverse | ookup

This AVP MAY be hidden (the H bit MAY be O or 1). The Mbit for
this AVP SHOULD be set to 1, but MAY vary (see Section 5.2). The
Length (before hiding) of this AVP is 10.

Recei ve W ndow Si ze (SCCRQ SCCRP)

The Receive Wndow Size AVP, Attribute Type 10, specifies the
recei ve wi ndow si ze being offered to the renote peer.
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The Attribute Value field for this AVP has the follow ng format:

0 1

0123456789012345
T s S S T e e S N e S 3
| W ndow Si ze |
T s S S T e e S N e S 3

The Wndow Size is a 2-octet unsigned integer.

I f absent, the peer must assunme a Wndow Size of 4 for its
transmt w ndow.

The renote peer nmay send the specified nunber of control nessages
before it nmust wait for an acknow edgnment. See Section 4.2 for
nore information on reliable control nessage delivery.

This AVP MUST NOT be hidden (the H bit MJUST be 0). The Mbit for
this AVP SHOULD be set to 1, but MAY vary (see Section 5.2). The
Length of this AVP is 8.

Pseudowi re Capabilities List (SCCRQ SCCRP)

The Pseudowire Capabilities List (PWCapabilities List) AVP,
Attribute Type 62, indicates the L2 payload types the sender can
support. The specific payload type of a given session is
identified by the Pseudow re Type AVP.

The Attribute Value field for this AVP has the follow ng format:

0 1 2 3

01234567890123456789012345678901
T S o T s T T o S T il sl S T R S i i
| PW Type 0 | |
T S o T s T T o S T il sl S T R S i i
| | PW Type N |
T S o T s T T o S T il sl S T R S i i

Defi ned PWtypes that nmay appear in this [ist are managed by | ANA
and will appear in associated pseudow re-specific docunents for
each PWtype.

If a sender includes a given PWtype in the PWCapabilities List
AVP, the sender assumes full responsibility for supporting that
particul ar payl oad, such as any payl oad-specific AVPs, L2-Specific
Subl ayer, or control nessages that may be defined in the
appropriate conpani on docunent.
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This AVP MAY be hidden (the H bit MAY be O or 1). The Mbit for
this AVP SHOULD be set to 1, but MAY vary (see Section 5.2). The
Length (before hiding) of this AVP is 8 octets with one PWtype
specified, plus 2 octets for each additional PWtype.

Preferred Language (SCCRQ SCCRP)

5.4.

4.

The Preferred Language AVP, Attribute Type 72, provides a nethod

for an LCCE to indicate to the peer the |anguage in which human-

readabl e nmessages it sends SHOULD be conposed. This AVP contains
a single language tag or | anguage range [ RFC3066].

The Attribute Value field for this AVP has the follow ng format:

0 1 2 3
01234567890123456789012345678901
T S o T s T T o S T il sl S T R S i i
| Preferred Language (arbitrary nunmber of octets)

T S o T s T T o S T il sl S T R S i i

The Preferred Language is the indicated nunber of octets
representing the | anguage tag or |anguage range, encoded in the
US- ASCI | char set.

It is not required to send a Preferred Language AVP. |If (1) an
LCCE does not signify a | anguage preference by the inclusion of
this AVP in the SCCRQ or SCCRP, (2) the Preferred Language AVP is
unrecogni zed, or (3) the requested | anguage i s not supported by
the peer LCCE, the default |anguage [ RFC2277] MJUST be used for al
i nternationalized strings sent by the peer.

This AVP MAY be hidden (the H bit MAY be O or 1). The Mbit for
this AVP SHOULD be set to 0, but MAY vary (see Section 5.2). The
Length (before hiding) of this AVP is 6 plus the length of the
Preferred Language.

Sessi on Managenent AVPs

Local Session ID (ICRQ ICRP, ICCN, OCRQ OCRP, OCCN, CDN, VEN, SLI)

Lau,

The Local Session ID AVP (anal ogous to the Assigned Session ID in
L2TPv2), Attribute Type 63, contains the identifier being assigned
to this session by the sender
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The Attribute Value field for this AVP has the follow ng format:

0 1 2 3
01234567890123456789012345678901
T ST S e T S Tk a S S S S e T
| Local Session ID |
T ST S e T S Tk a S S S S e T

The Local Session IDis a 4-octet non-zero unsigned integer.

The Local Session ID AVP establishes the two identifiers used to
mul ti pl ex and demnul tipl ex sessions between two LCCEs. Each LCCE
chooses any free value it desires, and sends it to the renpte LCCE
using this AVP. The renote LCCE MJST then send all data packets
associated with this session using this value. Additionally, for
all session-oriented control nessages sent after this AVP is
received (e.g., ICRP, ICCN, CDN, SLI, etc.), the renpte LCCE MJST
echo this value in the Renpte Session | D AVP.

Note that a Session ID value is unidirectional. Because each LCCE
chooses its Session ID independent of its peer LCCE, the val ue
does not have to match in each direction for a given session

See Section 4.1 for additional information about the Session |ID

This AVP MAY be hidden (the H bit MAY be O or 1). The Mbit for
this AVP SHOULD be 1 set to 1, but MAY vary (see Section 5.2).
The Length (before hiding) of this AVP is 10.

Renote Session ID (ICRQ ICRP, ICCN, OCRQ OCRP, OCCN, CDN, VEN, SLI)

The Renote Session |ID AVP, Attribute Type 64, contains the
identifier that was assigned to this session by the peer.

The Attribute Value field for this AVP has the follow ng format:

0 1 2 3
01234567890123456789012345678901
T ST S e T S Tk a S S S S e T
| Rermote Session ID |
T ST S e T S Tk a S S S S e T

The Renote Session IDis a 4-octet non-zero unsigned integer.
The Renote Session | D AVP MUST be present in all session-Ievel
control nessages. The AVP' s val ue echoes the session identifier

advertised by the peer via the Local Session ID AVP. It is the
sanme value that will be used in all transmitted data nessages by
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this side of the session. |In nost cases, this identifier is
sufficient for the peer to | ook up session-level context for this
control nessage.

When a session-level control nessage nust be sent to the peer
before the Local Session ID AVP has been received, the val ue of
the Renpte Session I D AVP MIST be set to zero. Additionally, the
Local Session ID AVP (sent in a previous control nessage for this
session) MJUST be included in the control nessage. The peer nust
then use the Local Session ID AVP to performa reverse | ookup to
find its session context. Session-level control nessages defined
in this docunent that might be subject to a reverse |ookup by a
recei ving peer include the CDN, VWEN, and SLI

This AVP MAY be hidden (the H bit MAY be O or 1). The Mbit for
this AVP SHOULD be set to 1, but MAY vary (see Section 5.2). The
Length (before hiding) of this AVP is 10.

Assi gned Cookie (ICRQ |CRP, OCRQ OCRP)

The Assi gned Cookie AVP, Attribute Type 65, contains the Cookie
val ue being assigned to this session by the sender.

The Attribute Value field for this AVP has the follow ng format:

0 1 2 3
01234567890123456789012345678901
T S o T s T T o S T il sl S T R S i i

| Assi gned Cookie (32 or 64 bits)
T S o T s T T o S T il sl S T R S i i

The Assigned Cookie is a 4-octet or 8-octet random val ue.

The Assigned Cooki e AVP contains the value used to check the
associ ation of a received data nessage with the session identified
by the Session ID. Al data nessages sent to a peer MJST use the
Assi gned Cookie sent by the peer in this AVP. The value's length
(0, 32, or 64 bits) is obtained by the length of the AVP

A m ssing Assigned Cookie AVP or Assigned Cookie Value of zero
length indicates that the Cookie field should not be present in
any data packets sent to the LCCE sending this AVP

See Section 4.1 for additional information about the Assigned
Cooki e.
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This AVP MAY be hidden (the H bit MAY be O or 1). The Mbit for
this AVP SHOULD be set to 1, but MAY vary (see Section 5.2). The
Length (before hiding) of this AVP may be 6, 10, or 14 octets.

Serial Number (1CRQ OCRQ

The Serial Nunber AVP, Attribute Type 15, contains an identifier
assigned by the LAC or LNS to this session.

The Attribute Value field for this AVP has the follow ng format:

01234567890123456789012345678901
T ST S e T S Tk a S S S S e T
| Serial Nunber |
T ST S e T S Tk a S S S S e T

The Serial Nunmber is a 32-bit val ue.

The Serial Nunber is intended to be an easy reference for

adm ni strators on both ends of a control connection to use when

i nvestigating session failure problens. Serial Nunmbers should be
set to progressively increasing values, which are likely to be
uni que for a significant period of tinme across all interconnected
LNSs and LAGCs.

Note that in RFC 2661, this value was referred to as the "Cal
Serial Number AVP'. It serves the sane purpose and has the sane
attribute val ue and conposition.

This AVP MAY be hidden (the H bit MAY be O or 1). The Mbit for
this AVP SHOULD be set to 0, but MAY vary (see Section 5.2). The
Length (before hiding) of this AVP is 10.

Renote End ID (1 CRQ OCRQ

The Renote End ID AVP, Attribute Type 66, contains an identifier
used to bind L2TP sessions to a given circuit, interface, or
bridging instance. It also may be used to detect session-Ievel
ties.

The Attribute Value field for this AVP has the follow ng format:

0 1 2 3
01234567890123456789012345678901
T S o T s T T o S T il sl S T R S i i

| Renote End Identifier ... (arbitrary nunber of octets)
T S o T s T T o S T il sl S T R S i i
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The Renote End ldentifier field is a variable-length field whose
value is unique for a given LCCE peer, as described in Section
3. 3.

A session-level tie is detected if an LCCE receives an | CRQ or
OCCRQ with an End |1 D AVP whose val ue mat ches that which was just
sent in an outgoing ICRQ or OCRQto the sane peer. |If the two
val ues match, an LCCE recognizes that a tie exists (i.e., both
LCCEs are attenpting to establish sessions for the sane circuit).
The tie is broken by the Session Tie Breaker AVP.

By default, the LAC-LAC cross-connect application (see Section
2(b)) of L2TP over an I P network MJST utilize the Router 1D AVP
and Renote End ID AVP to associate a circuit to an L2TP session
O her AVPs MAY be used for LCCE or circuit identification as
specified in conpani on docunents.

This AVP MAY be hidden (the H bit MAY be O or 1). The Mbit for
this AVP SHOULD be set to 1, but MAY vary (see Section 5.2). The
Length (before hiding) of this AVPis 6 plus the length of the
Renote End ldentifier val ue.

Session Tie Breaker (I1CRQ OCRQ
The Session Tie Breaker AVP, Attribute Type 5, is used to break
ties when two peers concurrently attenpt to establish a session
for the sanme circuit.

The Attribute Value field for this AVP has the follow ng format:

3
12345678901
B I S S S =

|
-II'OI\)

456789
- -+

T S S T A S S S

(64 bits) |

T S T T S e i S S T e S S S s i =

The Session Tie Breaker Value is an 8-octet randomvalue that is
used to choose a session when two LCCEs concurrently request a
session for the same circuit. A tie is detected by exam ning the
peer’'s identity (described in Section 3.3) plus the per-session
shared val ue communi cated via the End ID AVP. In the case of a
tie, the recipient of an | CRQ or OCRQ nust conpare the received
tie breaker value with the one that it sent earlier. The LCCE
with the | ower value "wins" and MJUST send a CDN with result code
set to 13 (as defined in Section 5.4.2) in response to the |osing
ICRQor OCRQ In the case in which atie is detected, tie
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breakers are sent by both sides, and the tie breaker values are
equal , both sides MJUST discard their sessions and restart session
negotiation with new randomtie breaker val ues.

If atieis detected but only one side sends a Session Tie Breaker
AVP, the session initiator that included the Session Tie Breaker
AVP "wins". |If neither side issues a tie breaker, then both sides
MJUST tear down the session.

This AVP MUST NOT be hidden (the H bit MJUST be 0). The Mbit for
this AVP SHOULD be set to 1, but MAY vary (see Section 5.2). The
Length of this AVP is 14.

Pseudowi re Type (1 CRQ OCRQ

The Pseudowire Type (PW Type) AVP, Attribute Type 68, indicates
the L2 payload type of the packets that will be tunnel ed using
this L2TP session.

The Attribute Value field for this AVP has the follow ng format:

0 1

0123456789012345
T s S S T e e S N e S 3
| PW Type |
T s S S T e e S N e S 3

A peer MJST NOT request an incoming or outgoing call with a PW
Type AVP specifying a value not advertised in the PWCapabilities
List AVP it received during control connection establishnent.
Attenpts to do so MJST result in the call being rejected via a CDN
with the Result Code set to 14 (see Section 5.4.2).

This AVP MAY be hidden (the H bit MAY be O or 1). The Mbit for
this AVP SHOULD be set to 1, but MAY vary (see Section 5.2). The
Length (before hiding) of this AVP is 8.

L2-Specific Sublayer (ICRQ ICRP, ICCN, OCRQ OCRP, OCCN)

Lau,

The L2-Specific Sublayer AVP, Attribute Type 69, indicates the
presence and format of the L2-Specific Sublayer the sender of this
AVP requires on all incom ng data packets for this L2TP session.

0 1

0123456789012345
T S S T i (e ST Y S S
| L2- Speci fic Subl ayer Type |
T S S T i (e ST Y S S
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The L2-Specific Sublayer Type is a 2-octet unsigned integer with
the follow ng values defined in this docunent:

O - There is no L2-Specific Sublayer present.
1 - The Default L2-Specific Sublayer (defined in Section 4.6)
i s used.

If this AVP is received and has a val ue other than zero, the

recei ving LCCE MUST include the identified L2-Specific Sublayer in
its outgoing data nessages. |If the AVP is not received, it is
assunmed that there is no sublayer present.

This AVP MAY be hidden (the H bit MAY be O or 1). The Mbit for
this AVP SHOULD be set to 1, but MAY vary (see Section 5.2). The
Length (before hiding) of this AVP is 8.

Data Sequencing (I CRQ ICRP, |ICCN, OCRQ OCRP, OCCN

The Data Sequencing AVP, Attribute Type 70, indicates that the
sender requires sonme or all of the data packets that it receives
to be sequenced.

The Attribute Value field for this AVP has the follow ng format:

0 1
0123456789012345
T S S T i (e ST Y S S
| Dat a Sequenci ng Level |
T S S T i (e ST Y S S

The Data Sequencing Level is a 2-octet unsigned integer indicating
the degree of incoming data traffic that the sender of this AVP
wi shes to be narked with sequence nunbers.

Defi ned Data Sequencing Levels are as follows:

0 - No incom ng data packets require sequenci ng.
1 - Only non-1P data packets require sequencing.
2 - Al inconing data packets require sequencing.

If a Data Sequencing Level of O is specified, there is no need to
send packets with sequence nunbers. |f sequence nunbers are sent,
they will be ignored upon receipt. |If no Data Sequencing AVP is
received, a Data Sequencing Level of 0 is assuned.

If a Data Sequencing Level of 1 is specified, only non-IP traffic

carried within the tunneled L2 frame should have sequence nunbers
applied. Non-IP traffic here refers to any packets that cannot be
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classified as an | P packet within their respective L2 fram ng
(e.g., a PPP control packet or NETBICS frane encapsul ated by Frane
Rel ay before being tunneled). Al traffic that can be classified
as | P MJUST be sent with no sequencing (i.e., the Sbit in the L2-
Specific Sublayer is set to zero). |If a packet is unable to be
classified at all (e.g., because it has been conpressed or
encrypted at layer 2) or if an inplementation is unable to perform
such classification within L2 franmes, all packets MJST be provided
wi th sequence nunbers (essentially falling back to a Data
Sequenci ng Level of 2).

If a Data Sequencing Level of 2 is specified, all traffic MJST be
sequenced.

Dat a sequencing may only be requested when there is an L2-Specific
Subl ayer present that can provi de sequence nunbers. |f sequencing
is requested without requesting a L2-Specific Sublayer AVP, the
sessi on MJST be disconnected with a Result Code of 15 (see Section
5.4.2).

This AVP MAY be hidden (the H bit MAY be O or 1). The Mbit for
this AVP SHOULD be set to 1, but MAY vary (see Section 5.2). The
Length (before hiding) of this AVP is 8.

Connect Speed (I CRQ ICRP, ICCN, OCRQ OCRP, OCCN)

The Tx Connect Speed BPS AVP, Attribute Type 74, contains the
speed of the facility chosen for the connection attenpt.

The Attribute Value field for this AVP has the follow ng format:

0 1 2 3
01234567890123456789012345678901
T ST S e T S Tk a S S S S e T

| Connect Speed in bps...
T ST S e T S Tk a S S S S e T

... Connect Speed in bps (64 bits) |
T i T s s I T sl S P Y S Y S S S S

The Tx Connect Speed BPS is an 8-octet value indicating the speed
in bits per second. A value of zero indicates that the speed is
i ndeterminable or that there is no physical point-to-point |ink.

When the optional Rx Connect Speed AVP is present, the value in
this AVP represents the transmt connect speed fromthe
perspective of the LAC (i.e., data flowing fromthe LACto the
renote systen). WWien the optional Rx Connect Speed AVP is NOT
present, the connection speed between the renpte systemand LAC is
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assunmed to be symetric and is represented by the single value in
this AVP.

This AVP MAY be hidden (the H bit MAY be O or 1). The Mbit for
this AVP SHOULD be set to 0, but MAY vary (see Section 5.2). The
Length (before hiding) of this AVP is 14.

Connect Speed (I CRQ ICRP, ICCN, OCRQ OCRP, OCCN)

The Rx Connect Speed AVP, Attribute Type 75, represents the speed
of the connection fromthe perspective of the LAC (i.e., data
flowing fromthe renpte systemto the LAC).

The Attribute Value field for this AVP has the follow ng format:

0 1 2 3
01234567890123456789012345678901
T S o T s T T o S T il sl S T R S i i

| Connect Speed in bps...

T S o T s T T o S T il sl S T R S i i
... Connect Speed in bps (64 bits) |

T S o T s T T o S T il sl S T R S i i

Connect Speed BPS is an 8-octet value indicating the speed in bits
per second. A value of zero indicates that the speed is
i ndeterminable or that there is no physical point-to-point |ink.

Presence of this AVP inplies that the connection speed may be
asymretric with respect to the transnit connect speed given in the
Tx Connect Speed AVP.

This AVP MAY be hidden (the H bit MAY be O or 1). The Mbit for
this AVP SHOULD be set to 0, but MAY vary (see Section 5.2). The
Length (before hiding) of this AVP is 14.

Physi cal Channel ID (ICRQ |CRP, OCRP)

Lau,

The Physical Channel 1D AVP, Attribute Type 25, contains the
vendor - speci fi ¢ physi cal channel nunber used for a call.

The Attribute Value field for this AVP has the follow ng format:

0 1 2 3
01234567890123456789012345678901
T ST S e T S Tk a S S S S e T
| Physi cal Channel D |
T ST S e T S Tk a S S S S e T
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5.

Lau,

4.

5.

Physi cal Channel IDis a 4-octet value intended to be used for
| oggi ng purposes only.

This AVP MAY be hidden (the H bit MAY be O or 1). The Mbit for
this AVP SHOULD be set to 0, but MAY vary (see Section 5.2). The
Length (before hiding) of this AVP is 10.

Circuit Status AVPs

Circuit Status (ICRQ ICRP, ICCN, OCRQ OCRP, QOCCN, SLI)

The Circuit Status AVP, Attribute Type 71, indicates the initia
status of or a status change in the circuit to which the session
i s bound.

The Attribute Value field for this AVP has the follow ng format:

0 1
0123456789012345
B T i c T i S S S S S
| Reserved | N Al
B T i c T i S S S S S

The A (Active) bit indicates whether the circuit is
up/ active/ready (1) or down/inactive/not-ready (0).

The N (New) bit indicates whether the circuit status indication is
for a newcircuit (1) or an existing circuit (0). Links that have
a simlar nmechanismavailable (e.g., Frame Relay) MJST map the
setting of this bit to the associated signaling for that I|ink.

O herwi se, the New bit SHOULD still be set the first time the L2TP
session is established after provisioning.

The rermaining bits are reserved for future use. Reserved bits
MJUST be set to O when sending and ignored upon receipt.

The Gircuit Status AVP is used to advertise whether a circuit or
interface bound to an L2TP session is up and ready to send and/or
receive traffic. Different circuit types have different nanes for
status types. For exanple, HDLC primary and secondary stations
refer to a circuit as being "Receive Ready" or "Receive Not
Ready", while Frane Relay refers to a circuit as "Active" or
"Inactive". This AVP adopts the latter term nology, though the
concept remains the sane regardless of the PWtype for the L2TP
sessi on.
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In the sinplest case, the circuit to which this AVP refers is a
si ngl e physical interface, port, or circuit, depending on the
application and the session setup. The status indication in this
AVP may then be used to provide sinple ILM interworking for a
variety of circuit types. For virtual or multipoint interfaces,
the Circuit Status AVP is still utilized, but in this case, it
refers to the state of an internal structure or a |ogical set of
circuits. Each PWspecific conmpani on docunent MJST specify
precisely howthis AVP is translated for each circuit type.

If this AVP is received with a Not Active notification for a given
L2TP session, all data traffic for that session MJST cease (or not
begin) in the direction of the sender of the Crcuit Status AVP
until the circuit is advertised as Active.

The Circuit Status MJST be advertised by this AVP in | CRQ |CRP,
OCRQ and OCRP nessages. Oiten, the circuit type will be marked
Active when initiated, but subsequently MAY be advertised as
Inactive. This indicates that an L2TP session is to be created,
but that the interface or circuit is still not ready to pass
traffic. The ICCN, OCCN, and SLI control messages all NMAY contain
this AVP to update the status of the circuit after establishnent
of the L2TP session is requested.

If additional circuit status inforrmation is needed for a given PW
type, any new PWspecific AVPs MJST be defined in a separate
docunment. This AVP is only for general circuit status information
generally applicable to all circuit/interface types.

This AVP MAY be hidden (the H bit MAY be O or 1). The Mbit for
this AVP SHOULD be set to 1, but MAY vary (see Section 5.2). The
Length (before hiding) of this AVP is 8.

Crcuit Errors (VEN

The Circuit Errors AVP, Attribute Type 34, conveys circuit error
information to the peer
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6.

The Attribute Value field for this AVP has the follow ng format:

0 1

0123456789012345672829
T
I

3
12345678901
B I i S S e

+ ON

Reserved |
T ST S e T S Tk a S S S S e T
| Har dwar e Overruns |
T ST S e T S Tk a S S S S e T
| Buf f er Overruns |
T ST S e T S Tk a S S S S e T
| Ti neout Errors |
T ST S e T S Tk a S S S S e T
| Alignment Errors |
T ST S e T S Tk a S S S S e T

The followi ng fields are defined:

Reserved: 2 octets of Reserved data is present (providing | ongword
alignnment within the AVP of the follow ng values). Reserved
data MUST be zero on sending and ignored upon receipt.

Har dwar e Overruns: Nunmber of receive buffer overruns since cal
was establ i shed.

Buf fer Overruns: Nunber of buffer overruns detected since call was
est abl i shed.

Ti meout Errors: Nunber of tineouts since call was established.

Al'ignment Errors: Nunmber of alignnent errors since call was
est abl i shed.

This AVP MAY be hidden (the H bit MAY be O or 1). The Mbit for
this AVP SHOULD be set to 0, but MAY vary (see Section 5.2). The
Length (before hiding) of this AVP is 32.

Control Connection Protocol Specification

The followi ng control nmessages are used to establish, maintain, and
tear down L2TP control connections. All data packets are sent in

network order (high-order octets first). Any "reserved" or "enpty"
fields MIUST be sent as 0 values to allow for protocol extensibility.

The exchanges in which these nmessages are involved are outlined in
Section 3. 3.
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6.

6.

1.

2.

Start-Control - Connecti on- Request ( SCCRQ

Start-Control - Connecti on- Request (SCCRQ is a control mnessage used to
initiate a control connection between two LCCEs. It is sent by
either the LAC or the LNS to begin the control connection

est abl i shnent process.

The followi ng AVPs MJUST be present in the SCCRQ

Message Type

Host Nane

Router ID

Assi gned Control Connection ID
Pseudowi re Capabilities List

The foll owing AVPs MAY be present in the SCCRQ

Random Vect or

Control Message Authentication Nonce
Message Di gest

Control Connection Tie Breaker
Vendor Nane

Recei ve W ndow Si ze

Preferred Language

Start-Control - Connecti on- Reply ( SCCRP)

Start-Control - Connection-Reply (SCCRP) is the control nessage sent in
reply to a received SCCRQ nessage. The SCCRP is used to indicate
that the SCCRQ was accepted and that establishnment of the control
connection should conti nue.

The followi ng AVPs MJUST be present in the SCCRP:

Message Type

Host Nane

Router ID

Assi gned Control Connection ID
Pseudowi re Capabilities List

The foll owing AVPs MAY be present in the SCCRP:

Random Vect or

Control Message Authentication Nonce
Message Di gest

Vendor Nane

Recei ve W ndow Si ze

Preferred Language
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6.3. Start-Control-Connection-Connected (SCCCN)

Start-Control - Connecti on- Connected (SCCCN) is the control message
sent in reply to an SCCRP. The SCCCN conpletes the contro
connection establishnent process.

The foll owing AVP MIST be present in the SCCCN
Message Type
The foll owing AVP MAY be present in the SCCCN

Random Vect or
Message Di gest

6.4. Stop-Control-Connection-Notification (StopCCN)

St op- Cont r ol - Connection-Notification (StopCCN) is the control nessage
sent by either LCCE to informits peer that the control connection is
bei ng shut down and that the control connection should be closed. In
addition, all active sessions are inplicitly cleared (w thout sending
any explicit session control nessages). The reason for issuing this
request is indicated in the Result Code AVP. There is no explicit
reply to the nmessage, only the inplicit ACK that is received by the
reliable control message delivery |ayer.

The followi ng AVPs MJST be present in the StopCCN

Message Type
Result Code

The followi ng AVPs MAY be present in the StopCCN
Random Vect or
Message Di gest
Assi gned Control Connection ID

Note that the Assigned Control Connection |ID MJST be present if the
StopCCN is sent after an SCCRQ or SCCRP nessage has been sent.

6.5. Hello (HELLO
The Hell o (HELLO) nessage is an L2TP control nessage sent by either
peer of a control connection. This control nessage is used as a

"keepal i ve" for the control connection. See Section 4.2 for a
description of the keepalive nechani sm
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HELLO nessages are global to the control connection. The Session ID
in a HELLO nessage MJST be O.

The following AVP MIST be present in the HELLO
Message Type
The foll owi ng AVP MAY be present in the HELLO

Random Vect or
Message Di gest

6.6. Incom ng-Call-Request (ICRQ

I ncom ng-Cal | - Request (ICRQ is the control nessage sent by an LCCE
to a peer when an inconing call is detected (although the |ICRQ may
al so be sent as a result of a local event). It is the first in a

t hree- message exchange used for establishing a session via an L2TP
control connection

The ICRQis used to indicate that a session is to be established
between an LCCE and a peer. The sender of an | CRQ provides the peer
with paraneter information for the session. However, the sender
makes no demands about how the session is terminated at the peer
(i.e., whether the L2 traffic is processed locally, forwarded, etc.).

The following AVPs MUST be present in the | CRQ

Message Type

Local Session ID
Renmot e Session ID
Serial Nunber
Pseudowi re Type
Remote End ID
Circuit Status

The foll owing AVPs MAY be present in the | CRQ

Random Vect or
Message Di gest

Assi gned Cooki e
Session Tie Breaker
L2- Speci fic Subl ayer
Dat a Sequenci ng

Tx Connect Speed

Rx Connect Speed
Physi cal Channel ID
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6.

6.

7.

8.

Incom ng-Call -Reply (ICRP)

Incomng-Call-Reply (ICRP) is the control message sent by an LCCE in
response to a received ICRQ It is the second in the three-nessage
exchange used for establishing sessions within an L2TP control
connecti on.

The ICRP is used to indicate that the | CRQ was successful and that
the peer should establish (i.e., answer) the incomng call if it has
not already done so. It also allows the sender to indicate specific
paranet ers about the L2TP session

The followi ng AVPs MUST be present in the |ICRP

Message Type

Local Session ID
Renmot e Session ID
Circuit Status

The foll owing AVPs MAY be present in the | CRP:

Random Vect or
Message Di gest

Assi gned Cooki e

L2- Speci fic Subl ayer
Dat a Sequenci ng

Tx Connect Speed

Rx Connect Speed
Physi cal Channel ID

I ncom ng- Cal | - Connected (I CCN)

I ncom ng-Cal | - Connected (ICCN) is the control nessage sent by the
LCCE that originally sent an | CRQ upon receiving an ICRP fromits
peer. It is the final nessage in the three-nessage exchange used for
establ i shing L2TP sessi ons.

The ICCN is used to indicate that the | CRP was accepted, that the
call has been established, and that the L2TP session should nove to
the established state. It also allows the sender to indicate
specific paranmeters about the established call (paraneters that may
not have been available at the tine the | CRQ was issued).

The foll owing AVPs MUST be present in the | CCN
Message Type

Local Session ID
Renpote Session ID
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6.

9.

The followi ng AVPs MAY be present in the | CCN

Random Vect or
Message Di gest

L2- Speci fic Subl ayer
Dat a Sequenci ng

Tx Connect Speed

Rx Connect Speed
Crcuit Status

Qut goi ng- Cal | - Request ( OCRQ)

Qut goi ng- Cal | - Request (OCRQ is the control nessage sent by an LCCE
to an LACto indicate that an outbound call at the LACis to be
establ i shed based on specific destination information sent in this
message. It is the first in a three-nmessage exchange used for
establishing a session and placing a call on behalf of the initiating
LCCE.

Note that a call may be any L2 connection requiring well-known
destination information to be sent froman LCCE to an LAC. This cal
could be a dialup connection to the PSTN, an SVC connection, the IP
address of another LCCE, or any other destination dictated by the
sender of this nessage.

The foll owing AVPs MJUST be present in the OCRQ

Message Type

Local Session ID
Renmot e Session ID
Serial Nunber
Pseudowi re Type
Remote End ID
Circuit Status

The foll owi ng AVPs MAY be present in the OCRQ

Random Vect or
Message Di gest

Assi gned Cooki e

Tx Connect Speed

Rx Connect Speed
Session Tie Breaker
L2- Speci fic Subl ayer
Dat a Sequenci ng
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6.

6.

10. Qutgoing-Call-Reply (OCRP)

Qutgoing-Call -Reply (OCRP) is the control nessage sent by an LAC to
an LCCE in response to a received OCRQ It is the second in a

t hr ee- message exchange used for establishing a session within an L2TP
control connection

OCRP is used to indicate that the LAC has been able to attenpt the
out bound call. The nmessage returns any relevant paraneters regarding
the call attenpt. Data MJST NOT be forwarded until the OCCN is
received, which indicates that the call has been pl aced.

The foll owing AVPs MJUST be present in the OCRP:

Message Type

Local Session ID
Renmot e Session ID
Circuit Status

The foll owing AVPs MAY be present in the OCRP:

Random Vect or
Message Di gest

Assi gned Cooki e

L2- Speci fic Subl ayer
Tx Connect Speed

Rx Connect Speed
Dat a Sequenci ng
Physi cal Channel ID

11. CQutgoing-Call-Connected (OCCN)

Qut goi ng- Cal | - Connected (OCCN) is the control nessage sent by an LAC
to another LCCE after the OCRP and after the outgoing call has been
conpleted. It is the final nessage in a three-nessage exchange used
for establishing a session.

OCCN is used to indicate that the result of a requested outgoing call
was successful. It also provides information to the LCCE who
requested the call about the particular paraneters obtained after the
call was established.

The followi ng AVPs MUST be present in the OCCN
Message Type

Local Session ID
Renpote Session ID
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6.

6.

The followi ng AVPs MAY be present in the OCCN

Random Vect or
Message Di gest

L2- Speci fic Subl ayer
Tx Connect Speed

Rx Connect Speed
Dat a Sequenci ng
Crcuit Status

12. Call-Di sconnect-Notify (CDN)

The Call -Di sconnect-Notify (CDN) is a control nessage sent by an LCCE
to request disconnection of a specific session. |Its purpose is to
informthe peer of the disconnection and the reason for the

di sconnection. The peer MJST clean up any resources, and does not
send back any indication of success or failure for such cleanup

The following AVPs MUST be present in the CDN

Message Type
Resul t Code
Local Session ID
Renmot e Session ID

The foll owing AVP MAY be present in the CDN

Random Vect or
Message Di gest

13. WAN-Error-Notify (VEN)

The WAN-Error-Notify (VMEN) is a control nmessage sent froman LACto
an LNS to indicate WAN error conditions. The counters in this
nmessage are cunul ative. This nmessage should only be sent when an
error occurs, and not nore than once every 60 seconds. The counters
are reset when a new call is established.

The followi ng AVPs MUST be present in the VEN

Message Type

Local Session ID
Renmot e Session ID
Circuit Errors
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The foll owing AVP MAY be present in the VEN

Random Vect or
Message Di gest

6.14. Set-Link-Info (SLI)

The Set-Link-Info control nessage is sent by an LCCE to convey |ink
or circuit status change information regarding the circuit associated
with this L2TP session. For exanple, if PPP renegotiates LCP at an
LNS or between an LAC and a Renpte System or if a forwarded Frane
Relay VC transitions to Active or Inactive at an LAC, an SLI nessage
SHOULD be sent to indicate this event. Precise details of when the
SLI is sent, what PWtype-specific AVPs nust be present, and how
those AVPs should be interpreted by the receiving peer are outside
the scope of this docunent. These details should be described in the
associ at ed pseudow re-specific docunents that require use of this
nessage.

The followi ng AVPs MJUST be present in the SLI

Message Type
Local Session ID
Renpote Session ID

The foll owi ng AVPs MAY be present in the SLI

Random Vect or
Message Di gest
Circuit Status

6.15. Explicit-Acknow edgenent (ACK)

The Explicit Acknow edgenent (ACK) nessage is used only to
acknowl edge recei pt of a nmessage or nmessages on the contro
connection (e.g., for purposes of updating Ns and Nr val ues).
Recei pt of this nmessage does not trigger an event for the L2TP
prot ocol state machi ne.

A message received without any AVPs (including the Message Type AVP),
is referred to as a Zero Length Body (ZLB) nessage, and serves the
sane function as the Explicit Acknow edgenent. ZLB nessages are only
perm tted when Control Message Authentication defined in Section 4.3
i s not enabl ed.
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7.

7.

The followi ng AVPs MAY be present in the ACK nessage:

Message Type
Message Di gest

Control Connection State Michi nes

The state tables defined in this section govern the exchange of
control nessages defined in Section 6. Tables are defined for

i nconming call placenent and outgoing call placenment, as well as for
initiation of the control connection itself. The state tables do not
encode tinmeout and retransm ssion behavior, as this is handled in the
underlying reliable control nmessage delivery mechani sm (see Section
4.2).

Mal f ormed AVPs and Control Messages

Recei pt of an invalid or unrecoverable malfornmed control nessage
SHOULD be | ogged appropriately and the control connection cleared to
ensure recovery to a known state. The control connection may then be
restarted by the initiator.

An invalid control nessage is defined as (1) a nessage that contains
a Message Type marked as mandatory (see Section 5.4.1) but that is
unknown to the inplenentation, or (2) a control nessage that is
received in the wong state.

Exanpl es of mal formed control nessages include (1) a nessage that has
an invalid value in its header, (2) a nmessage that contains an AVP
that is formatted incorrectly or whose value is out of range, and (3)
a nmessage that is nissing a required AVP. A control mnmessage with a
mal f or med header MJST be di scarded.

When possible, a malfornmed AVP should be treated as an unrecogni zed
AVP (see Section 5.2). Thus, an attenpt to inspect the Mbit SHOULD
be made to determ ne the inportance of the mal formed AVP, and thus,
the severity of the malformation to the entire control nessage. |If
the Mbit can be reasonably inspected within the mal formed AVP and is
determ ned to be set, then as with an unrecogni zed AVP, the

associ ated session or control connection MJST be shut down. |If the M
bit is inspected and is found to be 0, the AVP MJST be ignored
(assuming recovery fromthe AVP nmalformation is indeed possible).

This policy nust not be considered as a |license to send nal f or ned
AVPs, but rather, as a guide towards how to handl e an inproperly
formatted nessage if one is received. It is inpossible to list al
potential malformations of a given message and gi ve advice for each.
One exanple of a mal fornmed AVP situation that should be recoverabl e
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is if the Rx Connect Speed AVP is received with a length of 10 rather
than 14, inplying that the connect speed bits-per-second is being
formatted in 4 octets rather than 8. [If the AVP does not have its M
bit set (as would typically be the case), this condition is not

consi dered catastrophic. As such, the control nessage shoul d be
accepted as though the AVP were not present (though a |ocal error
nmessage nay be | ogged).

In several cases in the follow ng tables, a protocol nessage is sent,
and then a "clean up" occurs. Note that, regardless of the initiator
of the control connection destruction, the reliable delivery
mechani sm nmust be allowed to run (see Section 4.2) before destroying
the control connection. This pernmits the control connection
managenent messages to be reliably delivered to the peer

Appendi x B.1 contains an exanple of |ock-step control connection
est abl i shnent.

7.2. Control Connection States

The L2TP control connection protocol is not distinguishable between
the two LCCEs but is distinguishable between the originator and
receiver. The originating peer is the one that first initiates
establ i shnment of the control connection. (In a tie breaker

situation, this is the wwnner of the tie.) Since either the LAC or
the LNS can be the originator, a collision can occur. See the
Control Connection Tie Breaker AVP in Section 5.4.3 for a description
of this and its resolution.

State Event Acti on New St at e
idle Local open Send SCCRQ wai t-ctl-reply
request
idle Recei ve SCCRQ Send SCCRP wait-ctl-conn
accept abl e
idle Recei ve SCCRQ Send St opCCN, idle
not acceptable cl ean up
idle Recei ve SCCRP Send St opCCN, idle
cl ean up
idle Recei ve SCCCN Send St opCCN, idle
cl ean up
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wait-ctl-reply

wait-ctl-reply

wait-ctl-reply

wait-ctl-reply

wait-ctl-reply

wait-ctl-reply

wait-ctl-conn

wait-ctl-conn

wait-ctl-conn

est abl i shed

est abl i shed

est abl i shed

i dle,
wait-ctl-reply,
wai t-ctl-conn
est abl i shed

Lau, et al.
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Recei ve SCCRP,
accept abl e

Recei ve SCCRP,
not acceptable

Recei ve SCCRQ

| ose tie breaker
SCCRQ accept abl e

Recei ve SCCRQ

| ose tie breaker
SCCRQ unaccept abl e

Recei ve SCCRQ

win tie breaker

Recei ve SCCCN

Recei ve SCCCN
accept abl e

Recei ve SCCCN
not acceptable

Recei ve SCCRQ
SCCRP

Local open
request

(new call)

Admi nistrative

control -conn
cl ose event

Recei ve SCCRQ
SCCRP, SCCCN

Recei ve St opCCN

St andar ds

Send SCCCN,

send control -conn
open event to

wai ting sessions

Send St opCCN,
cl ean up

Send SCCRP
Clean up |l osing
connecti on

Send St opCCN,
Clean up |l osing
connecti on

Send St opCCN f or
| osi ng connecti on

Send St opCCN,
cl ean up

Send control - conn
open event to
wai ting sessions

Send St opCCN,
cl ean up

Send St opCCN,
cl ean up

Send control - conn
open event to

wai ting sessions
Send St opCCN,

cl ean up

Send St opCCN,

cl ean up

G ean up

Tr ack

March 2005

est abl i shed

idle

wait-ctl-conn

idle

wait-ctl-reply

idle

est abl i shed

idle

idle

est abl i shed

idle

idle

idle
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7.

The states associated with an LCCE for control connection
establishnment are as foll ows:

idle
Both initiator and recipient start fromthis state. An initiator
transnmits an SCCRQ while a recipient remains in the idle state
until receiving an SCCRQ

wait-ctl-reply
The origi nator checks to see if another connection has been
requested fromthe sane peer, and if so, handles the collision
situation described in Section 5.4.3.

wai t-ctl-conn
Awaiting an SCCCN. |If the SCCCN is valid, the control connection
is established; otherwise, it is torn down (sending a StopCCN with
the proper result and/or error code).

est abl i shed
An established connection may be term nated by either a | ocal

condition or the receipt of a StopCCN. In the event of a |oca
termnation, the originator MJST send a StopCCN and cl ean up the
control connection. |If the originator receives a StopCCN, it MJST

al so clean up the control connection
Incom ng Calls
An I CRQ is generated by an LCCE, typically in response to an incomni ng

call or a local event. Once the LCCE sends the ICRQ it waits for a
response fromthe peer. However, it may choose to postpone

establishment of the call (e.g., answering the call, bringing up the
circuit) until the peer has indicated with an ICRP that it wll
accept the call. The peer may choose not to accept the call if, for

i nstance, there are insufficient resources to handl e an additi onal
sessi on.

If the peer chooses to accept the call, it responds with an | CRP
When the | ocal LCCE receives the ICRP, it attenpts to establish the
call. A final call connected nessage, the ICCN, is sent fromthe
local LCCE to the peer to indicate that the call states for both
LCCEs should enter the established state. |If the call is term nated
before the peer can accept it, a CDNis sent by the local LCCE to
indicate this condition

Wien a call transitions to a "di sconnected” or "down" state, the cal
is cleared normally, and the local LCCE sends a CON. Simlarly, if
the peer wishes to clear a call, it sends a CDN and cleans up its
sessi on.
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idle

wai t-control -
conn

wai t-control -
conn
wai t-reply

wai t-reply

wai t-reply

wai t-reply

wai t-reply

wai t-reply

est abl i shed

est abl i shed

est abl i shed
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I CRQ Sender

L2TPv3
St ates
Event Acti on
Cal | signal or Initiate | ocal

ready to receive
i ncom ng conn

Recei ve | CCN

| CRP, CDN
Bearer line drop
or local close
request

control - conn-open

Recei ve | CRP
accept abl e

Recei ve | CRP
Not acceptabl e

Recei ve | CRQ
| ose tie breaker

Recei ve | CRQ
wn tie breaker

Recei ve CDN
| CCN

Local cl ose
request

Recei ve CDN

Recei ve | CRQ
| CRP, | CCN

Local cl ose
request

control -conn
open

G ean up

G ean up

Send | CRQ

Send | CCN

Send CDN
cl ean up

Process as

| CRQ Reci pi ent
(Section 7.3.2)

Send CDN
for losing
sessi on

G ean up

Send CDN
cl ean up

G ean up

Send CDN
cl ean up

Send CDN
cl ean up

St andards Track

March 2005

New St at e

wai t -control -conn

idle

idle

wai t-reply

est abl i shed

idle

idle

wai t-reply

idle

idle

idle
idle

idle
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The states associated with the | CRQ sender are as foll ows:

idle
The LCCE detects an incoming call on one of its interfaces (e.g.,
an analog PSTN line rings, or an ATM PVC is provisioned), or a
| ocal event occurs. The LCCE initiates its control connection
establi shment state machine and noves to a state waiting for
confirmati on of the existence of a control connection.

wai t-control -conn
In this state, the session is waiting for either the contro
connection to be opened or for verification that the contro
connection is already open. Once an indication that the contro
connection has been opened is received, session control nessages
may be exchanged. The first of these nessages is the | CRQ

wai t-reply
The |1 CRQ sender receives either (1) a CDN indicating the peer is

not willing to accept the call (general error or do not accept)
and nmoves back into the idle state, or (2) an ICRP indicating the
call is accepted. |In the latter case, the LCCE sends an | CCN and

enters the established state.

establ i shed
Data i s exchanged over the session. The call may be cl eared by
any of the follow ng:
+ An event on the connected interface: The LCCE sends a CDN
+ Receipt of a CDN: The LCCE cl eans up, disconnecting the call.
+ A local reason: The LCCE sends a CDN.

7.3.2. 1CRQ Recipient States

State Event Acti on New St at e
idle Recei ve | CRQ Send | CRP wai t - connect
accept abl e
idle Recei ve | CRQ Send CDN, idle
not acceptable cl ean up
idle Recei ve | CRP Send CDN idle
cl ean up
idle Recei ve | CCN G ean up idle
wai t - connect Recei ve | CCN, Prepare for est abl i shed
accept abl e dat a
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wai t - connect Recei ve | CCN, Send CDN, idle
not acceptable cl ean up

wai t - connect Recei ve | CRQ Send CDN, idle
| CRP cl ean up

idle, Recei ve CDN G ean up idle

wai t - connect,
est abl i shed

wai t - connect Local cl ose Send CDN, idle

est abl i shed request cl ean up

est abl i shed Recei ve | CRQ Send CDN, idle
| CRP, | CCN cl ean up

The states associated with the I1CRQ recipient are as foll ows:

idle
An ICRQis received. If the request is not acceptable, a CDN is
sent back to the peer LCCE, and the local LCCE remains in the idle
state. If the ICRQis acceptable, an ICRP is sent. The session
noves to the wait-connect state.

wai t - connect
The local LCCE is waiting for an ICCN fromthe peer. Upon receipt
of the ICCN, the |ocal LCCE npbves to established state.

est abl i shed
The session is termnated either by sending a CDN or by receiving
a CDN fromthe peer. Cean up follows on both sides regardl ess of
the initiator.

7.4. Qutgoing Calls

Qutgoing calls instruct an LACto place a call. There are three
nmessages for outgoing calls: OCRQ OCRP, and OCCN. An LCCE first
sends an OCRQ to an LAC to request an outgoing call. The LAC MJST
respond to the OCRQ with an OCRP once it determ nes that the proper
facilities exist to place the call and that the call is

admini stratively authorized. Once the outbound call is connected,

the LAC sends an OCCN to the peer indicating the final result of the
call attenpt.
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wai t-reply

wai t - connect

wai t - connect

i dle,

wai t-reply,
wai t - connect,
est abl i shed

est abl i shed
wait-reply,

wai t - connect,
est abl i shed
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| ose tie breaker

Recei ve OCRQ

win tie breaker

Recei ve OCCN

Recei ve OCRQ
CCRP

Recei ve CDN

Recei ve OCRQ
OCRP, OCCN

Local cl ose
request

RFC 3931 L2TPv3
7.4.1 OCRQ Sender States
State Event Action
idle Local open Initiate | oca
request control - conn-open
idle Recei ve OCCN, Cl ean up
OCRP
wait-control- control-conn-open Send OCRQ
conn
wai t-reply Recei ve OCRP, none
accept abl e
wai t-reply Recei ve OCRP, Send CDN
not acceptable clean up
wai t-reply Recei ve OCCN Send CDN
clean up
wai t-reply Recei ve OCRQ, Process as

OCRQ Reci pi ent
(Section 7.4.2)

Send CDN
for |osing
sessi on

none

Send CDN,
clean up

Cl ean up

Send CDN,
clean up

Send CDN,
clean up

St andards Track

March 2005

New St at e

wai t -control -conn

idle

wai t-reply

wai t - connect

idle

idle

idle

wai t-reply

est abl i shed

idle

idle

idle

idle
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wai t-control - Local close Cl ean up idle
conn request

The states associated with the OCRQ sender are as foll ows:

idle, wait-control-conn
When an outgoing call request is initiated, a control connection
is created as described above, if not already present. Once the
control connection is established, an OCRQis sent to the LAC, and
the session noves into the wait-reply state.

wai t-reply
If a CDONis received, the session is cleaned up and returns to
idle state. If an OCRP is received, the call is in progress, and
the session noves to the wait-connect state.

wai t - connect
If a CONis received, the session is cleaned up and returns to
idle state. If an OCCN is received, the call has succeeded, and
the session may now exchange dat a.

establ i shed
If a CONis received, the session is cleaned up and returns to
idle state. Alternatively, if the LCCE chooses to terminate the
session, it sends a CDN to the LAC, cleans up the session, and
noves the session to idle state.

. 2. OCRQ Reci pient (LAC) States

State Event Acti on New St at e
idle Recei ve OCRQ Send OCRP, wai t - cs- answer
accept abl e Pl ace cal
idle Recei ve OCRQ Send CDN, idle
not acceptable cl ean up
idle Recei ve OCRP Send CDN, idle
cl ean up
idle Recei ve OCCN, G ean up idle
CDN
wai t-cs-answer Call placenent Send OCCN est abl i shed
successf ul
wai t-cs-answer Call placenent Send CDN, idle
failed cl ean up
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7.

wai t - cs-answer Receive OCRQ Send CDN, idle
OCRP, OCCN cl ean up

est abl i shed Recei ve OCRQ Send CDN, idle
OCRP, OCCN cl ean up

wai t - cs-answer, Receive CDN Cl ean up idle

est abl i shed

wai t - cs-answer, Local close Send CDN, idle
est abl i shed request cl ean up

The states associated with the LAC for outgoing calls are as foll ows:

idle
If the OCRQ is received in error, respond with a CON. O herw se,
pl ace the call, send an OCRP, and nove to the wait-cs-answer
st at e.

wai t - cs- answer
If the call is not conpleted or a tiner expires while waiting for
the call to conplete, send a CON with the appropriate error
condition set, and go to idle state. |If a circuit-sw tched
connection is established, send an OCCN i ndi cati ng success, and go
to established state.

establ i shed
If the LAC receives a CDN fromthe peer, the call MJST be rel eased
via appropriate mechani sns, and the session cleaned up. |If the
call is disconnected because the circuit transitions to a
"di sconnected" or "down" state, the LAC MJST send a CDN to the
peer and return to idle state.

5. Termnation of a Control Connection

The term nation of a control connection consists of either peer

i ssuing a StopCCN. The sender of this nmessage SHOULD wait a ful
control nessage retransm ssion cycle (e.g., 1 +2 + 4 + 8 ..

seconds) for the acknow edgnent of this nessage before rel easing the
control information associated with the control connection. The

reci pient of this nmessage should send an acknow edgnent of the
nmessage to the peer, then rel ease the associated control information.

When to rel ease a control connection is an inplenentation issue and
is not specified in this docunent. A particular inplenmentation may
use whatever policy is appropriate for deterni ning when to rel ease a
control connection. Some inplenmentations may | eave a contro
connection open for a period of time or perhaps indefinitely after
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the last session for that control connection is cleared. Qhers may
choose to disconnect the control connection inmediately after the
last call on the control connection disconnects.

8. Security Considerations

Thi s section addresses some of the security issues that L2TP
encounters in its operation

8.1. Control Connection Endpoint and Message Security

If a shared secret (password) exists between two LCCEs, it may be
used to performa nutual authentication between the two LCCEs, and
construct an authentication and integrity check of arriving L2TP
control nessages. The mechani sm provided by L2TPv3 is described in
Section 4.3 and in the definition of the Message Di gest and Contro
Message Aut hentication Nonce AVPs in Section 5.4.1.

This control nessage security nechani sm provides for (1) nutua
endpoi nt aut hentication, and (2) individual control nessage integrity
and authenticity checking. Mitual endpoint authentication ensures
that an L2TPv3 control connection is only established between two
endpoints that are configured with the proper password. The

i ndi vidual control nessage and integrity check guards agai nst

acci dental or intentional packet corruption (i.e., those caused by a
control nessage spoofing or man-in-the-mddle attack).

The shared secret that is used for all control connection, contro
nmessage, and AVP security features defined in this docunent never
needs to be sent in the clear between L2TP tunnel endpoints.

8.2. Data Packet Spoofing

Packet spoofing for any type of Virtual Private Network (VPN)
protocol is of particular concern as insertion of carefully
constructed rogue packets into the VPN transit network could result
in aviolation of VPN traffic separation, |eaking data into a
custoner VPN. This is conplicated by the fact that it may be
particularly difficult for the operator of the VPN to even be aware
that it has beconme a point of transit into or between custonmer VPNs.

L2TPv3 provides traffic separation for its VPNs via a 32-bit Session
IDin the L2TPv3 data header. Wen present, the L2TPv3 Cooki e
(described in Section 4.1), provides an additional check to ensure
that an arriving packet is intended for the identified session.

Thus, use of a Cookie with the Session ID provides an extra guarantee
that the Session ID I ookup was perforned properly and that the
Session ID itself was not corrupted in transit.
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In the presence of a blind packet spoofing attack, the Cookie nay

al so provide security against inadvertent |eaking of frames into a
custoner VPN. To illustrate the type of security that it is provided
in this case, consider conparing the validation of a 64-bit Cookie in
the L2TPv3 header to the admi ssion of packets that match a given
source and destination IP address pair. Both the source and
destination I P address pair validation and Cooki e validation consi st
of a fast check on cleartext header information on all arriving
packets. However, since L2TPv3 uses its own value, it renoves the
requirement for one to naintain a list of (potentially several)
permtted or denied | P addresses, and noreover, to guard know edge of
the pernitted I P addresses from hackers who nmay obtain and spoof

them Further, it is far easier to change a conprom sed L2TPv3
Cooki e than a conpronised |IP address,” and a cryptographically random
[ RFC1750] value is far less likely to be discovered by brute-force
attacks conpared to an | P address.

For protection against brute-force, blind, insertion attacks, a 64-
bit Cookie MJST be used with all sessions. A 32-bit Cookie is

vul nerabl e to brute-force guessing at high packet rates, and as such
shoul d not be considered an effective barrier to blind insertion
attacks (though it is still useful as an additional verification of a
successful Session ID |ookup). The Cookie provides no protection
agai nst a sophisticated man-in-the-niddl e attacker who can sniff and
correl ate captured data between nodes for use in a coordi nated

att ack.

The Assigned Cookie AVP is used to signal the value and size of the
Cooki e that nust be present in all data packets for a given session
Each Assigned Cookie MJST be selected in a cryptographically random
manner [RFC1750] such that a series of Assigned Cookies does not
provi de any indication of what a future Cookie wll be.

The L2TPv3 Cooki e nust not be regarded as a substitute for security
such as that provided by | Psec when operating over an open or
untrusted network where packets may be sniffed, decoded, and
correlated for use in a coordinated attack. See Section 4.1.3 for
nmore information on running L2TP over |Psec.

9. Internationalization Considerations
The Host Nane and Vendor Name AVPs are not internationalized. The
Vendor Nane AVP, although intended to be human-readable, would seem
to fit in the category of "globally visible names" [RFC2277] and so
is represented in US-ASCl |

If (1) an LCCE does not signify a | anguage preference by the
i nclusion of a Preferred Language AVP (see Section 5.4.3) in the
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10.

10.

SCCRQ or SCCRP, (2) the Preferred Language AVP is unrecogni zed, or
(3) the requested | anguage is not supported by the peer LCCE, the
default | anguage [ RFC2277] MJST be used for all internationalized
strings sent by the peer.

| ANA Consi der ati ons
Thi s docunent defines a nunber of "magic" nunbers to be naintained by
the ANA. This section explains the criteria used by the ANA to
assign additional nunmbers in each of these lists. The follow ng
subsections describe the assignnent policy for the namespaces defined
el sewhere in this docunent.

Sections 10.1 through 10.3 are requests for new val ues al ready
managed by | ANA according to [ RFC3438].

The remai ning sections are for new registries that have been added to
the existing L2TP regi stry and are mai ntai ned by | ANA accordi ngly.

1. Control Message Attribute Val ue Pairs (AVPs)
Thi s nunber space is managed by | ANA as per [RFC3438].
A summary of the new AVPs foll ows:

Control Message Attribute Value Pairs

Attribute
Type Descri ption
58 Ext ended Vendor | D AVP
59 Message Di gest
60 Router 1D
61 Assi gned Control Connection ID
62 Pseudowi re Capabilities List
63 Local Session ID
64 Renot e Session ID
65 Assi gned Cooki e
66 Renote End 1D
68 Pseudowi re Type
69 L2- Speci fic Subl ayer
70 Dat a Sequenci ng
71 Crcuit Status
72 Preferred Language
73 Control Message Authentication Nonce
74 Tx Connect Speed
75 Rx Connect Speed
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2. Message Type AVP Val ues

Thi s nunber space is managed by | ANA as per [RFC3438]. There is one
new nessage type, defined in Section 3.1, that was allocated for this

speci ficati on:

Message Type AVP (Attribute Type 0) Val ues

Control Connecti on Managenent
20 (ACK) Explicit Acknow edgenent
3. Result Code AVP Val ues
Thi s nunber space is managed by | ANA as per [RFC3438].

New Result Code val ues for the CDN nessage are defined in Section
5.4. The following is a sunmary:

Result Code AVP (Attribute Type 1) Val ues

General Error Codes

13 - Session not established due to | osing
tie breaker (L2TPv3).

14 - Session not established due to unsupported
PWtype (L2TPv3).

15 - Session not established, sequencing required
wi t hout valid L2-Specific Sublayer (L2TPv3).

16 - Finite state machine error or tineout.
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10.4. AVP
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Header Bits

This is a newregistry for ANA to maintain.

Leadi ng

Bits of the L2TP AVP Header

There six bits at the beginning of the L2TP AVP header. New bits are
assigned via Standards Action [ RFC2434].

Bi t
Bi t
Bi t
Bi t
Bi t
Bi t

GOrhwWNEFO
1

Mandatory (M bit)
Hi dden (H bit)
Reserved
Reserved
Reserved
Reserved

10.5. L2TP Control Message Header Bits

This is a newregistry for ANA to maintain.

Leadi ng

Bits of the L2TP Control Message Header

There are 12 bits at the beginning of the L2TP Control Message

Header .

Reserved bits should only be defined by Standard

Action [ RFC2434].

Bi t
Bi t
Bi t
Bi t
Bi t
Bi t
Bi t
Bi t
Bi t
Bi t

W

—t

=

o
1

Bit 11 -
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1

Message Type (T bit)

Length Field is Present (L bit)
Reserved

Reserved

Sequence Nunbers Present (S bit)
Reserved

Ofset Field is Present [ RFC2661]
Priority Bit (P bit) [ RFC2661]
Reserved

Reserved

Reserved

Reserved
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10. 6. Pseudowire Types

This is a newregistry for IANA to maintain, there are no val ues
assigned within this docunent to naintain.

L2TPv3 Pseudowi re Types

The Pseudowi re Type (PW Type, see Section 5.4) is a 2-octet val ue
used in the Pseudowi re Type AVP and Pseudowire Capabilities List AVP
defined in Section 5.4.3. 0 to 32767 are assignable by Expert Review
[ RFC2434], while 32768 to 65535 are assigned by a First Cone First
Served policy [ RFC2434]. There are no specific pseudowi re types
assigned within this docunment. Each pseudowi re-specific docunent

must allocate its own PWtypes fromI| ANA as necessary.

10.7. Circuit Status Bits
This is a newregistry for ANA to maintain.

Circuit Status Bits

The Circuit Status field is a 16-bit nmask, with the two | ow order
bits assigned. Additional bits may be assigned by | ETF Consensus
[ RFC2434] .

Bit 14 - New (N bit)
Bit 15 - Active (A bit)
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10.8. Default L2-Specific Sublayer bits
This is a newregistry for ANA to maintain.

Default L2-Specific Sublayer Bits

The Default L2-Specific Sublayer contains 8 bits in the | ow order
portion of the header. Reserved bits may be assigned by |ETF
Consensus [ RFC2434].

Bit O - Reserved
Bit 1 - Sequence (S bit)
Bit 2 - Reserved
Bit 3 - Reserved
Bit 4 - Reserved
Bit 5 - Reserved
Bit 6 - Reserved
Bit 7 - Reserved

10.9. L2-Specific Sublayer Type
This is a newregistry for ANA to naintain.

L2- Speci fic Subl ayer Type

The L2-Specific Sublayer Type is a 2-octet unsigned integer.
Addi ti onal values may be assigned by Expert Review [ RFC2434].

O - No L2-Specific Subl ayer
1 - Default L2-Specific Sublayer present

10.10. Data Sequenci ng Level
This is a newregistry for ANA to naintain.

Dat a Sequenci ng Level

The Data Sequencing Level is a 2-octet unsigned integer
Addi ti onal values may be assigned by Expert Review [ RFC2434].

0 - No incom ng data packets require sequenci ng.
1 - Only non-1P data packets require sequencing.
2 Al'l incom ng data packets require sequencing.
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Appendi x A Control Slow Start and Congestion Avoi dance

Al t hough each side has indicated the nmaxi num size of its receive

wi ndow, it is recormmended that a slow start and congesti on avoi dance
met hod be used to transnit control packets. The nethods descri bed
here are based upon the TCP congestion avoi dance al gorithm as
described in Section 21.6 of TCP/IP Illustrated, Volume I, by W

Ri chard Stevens [STEVENS] (this algorithmis also described in

[ RFC2581]) .

Sl ow start and congestion avoi dance nake use of several vari abl es.
The congestion wi ndow (CAND) defines the nunber of packets a sender
may send before waiting for an acknow edgnment. The size of CAWND
expands and contracts as descri bed below. Note, however, that CW\D
is never allowed to exceed the size of the advertised wi ndow obt ai ned
fromthe Receive Wndow AVP. (In the text below, it is assuned any
increase will be Iimted by the Receive Wndow Size.) The variable
SSTHRESH det er mi nes when the sender switches fromslow start to
congestion avoidance. Slow start is used while CW\D is | ess than
SSHTRESH.

A sender starts out in the slow start phase. CWD is initialized to
one packet, and SSHTRESH is initialized to the adverti sed w ndow
(obtained fromthe Receive Wndow AVP). The sender then transmts
one packet and waits for its acknow edgnent (either explicit or

pi ggybacked). Wen the acknow edgnent is received, the congestion
wi ndow is increnented fromone to two. During slow start, CMD is

i ncreased by one packet each tinme an ACK (explicit ACK nessage or

pi ggybacked) is received. |ncreasing CWND by one on each ACK has the
effect of doubling CAND with each round trip, resulting in an
exponential increase. Wuen the value of CAD reaches SSHTRESH, the
sl ow start phase ends and the congestion avoi dance phase begins.

During congestion avoi dance, CMD expands nore slowy. Specifically,
it increases by 1/CWND for every new ACK received. That is, CWD is
i ncreased by one packet after CWND new ACKs have been received.

W ndow expansi on during the congestion avoi dance phase is effectively
linear, with CAND i ncreasing by one packet each round trip.

When congestion occurs (indicated by the triggering of a

retransm ssion) one-half of the CWD is saved in SSTHRESH, and CWA\D
is set to one. The sender then reenters the slow start phase.
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Appendi x B: Control Message Exanpl es
B.1: Lock-Step Control Connection Establishnment

In this exanple, an LCCE establishes a control connection, with the
exchange invol ving each side alternating in sendi ng nessages. This
exanmpl e shows the final acknow edgnent explicitly sent within an ACK
nmessage. An alternative would be to piggyback the acknow edgnent
within a nmessage sent as a reply to the ICRQ or OCRQ that will likely
follow fromthe side that initiated the control connection

LCCE A LCCE B
SCCRQ ->
Nr: O, Ns: O

<- SCCR

<- ACK
Nr: 2, Ns: 1

B.2: Lost Packet with Retransni ssion

An existing control connection has a new session requested by LCCE A
The ICRP is lost and nust be retransmitted by LCCE B. Note that |oss
of the ICRP has two effects: It not only keeps the upper level state
machi ne from progressing, but also keeps LCCE A fromseeing a tinely
| ower | evel acknow edgrment of its | CRQ

(packet | ost) <- | CRP
Nr: 3, Ns: 1

(pause; LCCE A's tiner started first, so fires first)

| CRQ ->
Nr: 1, Ns: 2

(Realizing that it has already seen this packet,
LCCE B di scards the packet and sends an ACK nessage)

<- ACK
Nr: 3, Ns: 2
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(LCCE B's retransmt tiner fires)

<- | CRP
Nr: 3, Ns: 1
| CCN ->
Nr: 2, Ns: 3

<- ACK
Nr: 4, Ns: 2

Appendi x C. Processi ng Sequence Nunbers

The Default L2-Specific Sublayer, defined in Section 4.6, provides a
24-bit field for sequencing of data packets within an L2TP sessi on
L2TP data packets are never retransmtted, so this sequence is used
only to detect packet order, duplicate packets, or |ost packets.

The 24-bit Sequence Nunmber field of the Default L2-Specific Sublayer
contai ns a packet sequence nunber for the associ ated session. Each
sequenced data packet that is sent nust contain the sequence nunber,
i ncremented by one, of the previous sequenced packet sent on a given
L2TP session. Upon receipt, any packet with a sequence nunber equal
to or greater than the current expected packet (the | ast received

i n-order packet plus one) should be considered "new' and accept ed.
Al'l other packets are considered "old" or "duplicate" and discarded.
Note that the 24-bit sequence nunber space includes zero as a valid
sequence nunber (as such, it nmay be inplenented with a masked 32-bit
counter if desired). Al new sessions MJST begin sendi ng sequence
nunbers at zero

Larger or snaller sequence nunber fields are possible with L2TP if an
alternative format to the Default L2-Specific Sublayer defined in
this docunent is used. Wile 24 bits may be adequate in a nunber of
ci rcunstances, a |larger sequence nunber space will be |ess
suscepti bl e to sequence nunber wr appi ng problens for very high
session data rates across |ong dropout periods. The sequence numnber
processi ng recomendati ons bel ow should hold for any size sequence
nunber field.

When det ecting whet her a packet sequence nunber is "greater" or

"l ess" than a given sequence nunber val ue, wapping of the sequence
nunber nust be considered. This is typically acconplished by keeping
a wi ndow of sequence numnbers beyond the current expected sequence
nunber for determ nation of whether a packet is "new' or not. The

wi ndow may be sized based on the link speed and sequence nunber space
and SHOULD be configurable with a default equal to one half the size
of the avail abl e nunber space (e.g., 2*(n-1), where n is the nunber
of bits available in the sequence nunber).
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Upon recei pt, packets that exactly match the expected sequence numnber
are processed i medi ately and the next expected sequence nunber

i ncrenmented. Packets that fall within the wi ndow for new packets may
ei ther be processed i medi ately and the next expected sequence nunber
updated to one plus that received in the new packet, or held for a
very short period of time in hopes of receiving the nissing
packet(s). This "very short period" should be configurable, with a
default corresponding to a tine lapse that is at |east an order of
magni tude | ess than the retransm ssion tinmeout periods of higher

| ayer protocols such as TCP

For typical transient packet m s-orderings, dropping out-of-order
packets al one should suffice and generally requires far |ess
resources than actively reordering packets within L2TP. An exception
is a case in which a pair of packet fragnents are persistently
retransmitted and sent out-of-order. For exanple, if an |IP packet
has been fragnmented into a very small packet followed by a very |large
packet before being tunneled by L2TP, it is possible (though
admttedly wong) that the two resulting L2TP packets nmay be
consistently mis-ordered by the PSN in transit between L2TP nodes.

I f sequence nunbers were being enforced at the receiving node without
any buffering of out-of-order packets, then the fragnented | P packet
may never reach its destination. It may be worth noting here that
this condition is true for any tunneling nechani smof |IP packets that
i ncl udes sequence nunber checking on receipt (i.e., GRE [RFC2890]).

Utilization of a Data Sequencing Level (see Section 5.4.3) of 1 (only
non-1 P data packets require sequencing) allows |P data packets being
tunnel ed by L2TP to not utilize sequence nunbers, while utilizing
sequence nunbers and enforcing packet order for any renaining non-IP
data packets. Depending on the requirenents of the link |ayer being
tunnel ed and the network data traversing the data link, this is
sufficient in nmany cases to enforce packet order on frames that
require it (such as end-to-end data |link control nessages), while not
on | P packets that are known to be resilient to packet reordering.

If a large nunber of packets (i.e., nore than one new packet w ndow)
are dropped due to an extended outage or |oss of sequence numnber
state on one side of the connection (perhaps as part of a forwarding
pl ane reset or failover to a standby node), it is possible that a

| arge nunber of packets will be sent in-order, but be wongly
detected by the peer as out-of-order. This can be generally
characterized for a wi ndow size, w, sequence nunber space, s, and
nunber of packets lost in transit between L2TP endpoints, p, as
fol | ows:
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Ed

If s >p >w then an additional (s - p) packets that were otherw se
received in-order, will be incorrectly classified as out-of-order and
dropped. Thus, for a sequence nunber space, s = 128, wi ndow size, w
= 64, and nunber of |ost packets, p = 70; 128 - 70 = 58 additi onal
packets woul d be dropped after the outage until the sequence nunber
wr apped back to the current expected next sequence nunber.

To nmitigate this additional packet |oss, one MJST inspect the
sequence nunbers of packets dropped due to being classified as "ol d"
and reset the expected sequence nunber accordingly. This may be
acconpl i shed by counting the nunber of "ol d" packets dropped that
were in sequence anong thensel ves and, upon reaching a threshold,
resetting the next expected sequence nunber to that seen in the
arriving data packets. Packet tinestanps may al so be used as an
indicator to reset the expected sequence nunber by detecting a period
of tinme over which "old" packets have been received in-sequence. The
i deal thresholds will vary depending on |ink speed, sequence nunber
space, and link tolerance to out-of-order packets, and MJST be

confi gurabl e.

tors’ Addresses

Jed Lau

cisco Systens

170 W Tasnan Drive

San Jose, CA 95134

EMai | . jedl au@i sco.com
W Mark Townsl ey

cisco Systens

EMai | : mar k@ ownsl ey. net
| gnaci o Goyr et

Lucent Technol ogi es

EMai | : i goyret @ucent.com

Lau, et al. St andar ds Track [ Page 93]



RFC 3931 L2TPv3 March 2005

Ful I Copyright Statenent
Copyright (C) The Internet Society (2005).

This docunent is subject to the rights, licenses and restrictions
contained in BCP 78, and except as set forth therein, the authors
retain all their rights.

Thi s docunent and the information contained herein are provided on an
"AS | S" basis and THE CONTRI BUTOR, THE ORGANI ZATI ON HE/ SHE REPRESENTS
OR I'S SPONSORED BY (IF ANY), THE I NTERNET SOCI ETY AND THE | NTERNET
ENG NEERI NG TASK FORCE DI SCLAI M ALL WARRANTI ES, EXPRESS OR | MPLI ED

| NCLUDI NG BUT NOT LIMTED TO ANY WARRANTY THAT THE USE COF THE

| NFORVATI ON HEREI N W LL NOT | NFRI NGE ANY RI GHTS OR ANY | MPLI ED
WARRANTI ES OF MERCHANTABI LI TY OR FI TNESS FOR A PARTI CULAR PURPCSE.

Intell ectual Property

The | ETF takes no position regarding the validity or scope of any
Intell ectual Property Rights or other rights that m ght be clained to
pertain to the inplenentation or use of the technol ogy described in
this docunent or the extent to which any |icense under such rights

m ght or might not be available; nor does it represent that it has
made any independent effort to identify any such rights. |Information
on the procedures with respect to rights in RFC docunents can be
found in BCP 78 and BCP 79.

Copi es of IPR disclosures nmade to the | ETF Secretariat and any
assurances of licenses to be nmade available, or the result of an
attenpt nmade to obtain a general |icense or permission for the use of
such proprietary rights by inplenmenters or users of this

speci fication can be obtained fromthe | ETF on-line |IPR repository at
http://ww.ietf.org/ipr.

The IETF invites any interested party to bring to its attention any
copyrights, patents or patent applications, or other proprietary
rights that nmay cover technol ogy that nay be required to inplenment
this standard. Please address the information to the IETF at ietf-
ipr@etf.org.

Acknow edgenent

Funding for the RFC Editor function is currently provided by the
I nternet Society.

Lau, et al. St andar ds Track [ Page 94]






