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Abstract

OSPF is a link-state intra-donain routing protocol used in IP

networ ks. OSPF behavi or over demand circuits (DC) is optimzed in
RFC 1793 to minimze the anbunt of overhead traffic. A part of the
OSPF demand circuit extensions is the Hello suppression nechani sm
This technique allows a denmand circuit to go down when no interesting
traffic is going through the link. However, it also introduces a
problem where it becones inpossible to detect an OSPF-inactive

nei ghbor over such a link. This nmeno introduces a new nechani sm
cal |l ed "nei ghbor probing" to address the above problem

1. Modtivation
In sone situations, when operating over demand circuits, the renpote
nei ghbor may be unable to run OSPF [ RFC2328], and, as a possible
result, unable to route application traffic. Possible scenarios
i ncl ude:
0 The OSPF process m ght have died on the renote nei ghbor.

0 Oversubscription (Section 7 of [RFC1793]) may cause a continuous
drop of application data at the link |evel
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The problemhere is that the | ocal router cannot identify problens
such as this, since the Hell o exchange is suppressed on demand

circuits. |If the topology of the network is such that other routers
cannot communi cate their know edge about the renote neighbor via
flooding, the local router and all the routers behind it will never

know about the problem so application traffic may continue being
forwarded to the OSPF-incapable router.

This nenp descri bes a backward-conpati bl e nei ghbor probi ng mechani sm
based on the details of the standard fl oodi ng procedure followed by
OSPF routers.

2. Proposed Sol ution

The solution this docunent proposes uses the |ink-state update
packets to detect whether the OSPF process is operational on the
renote neighbor. W call this process "Neighbor probing". The idea
behind this technique is to allow either of the two nei ghbors
connected over a demand circuit to test the renote nei ghbor at any
time (see Section 2.1).

The routers across the demand circuit can be connected by either a
point-to-point link, a virtual link, or a point-to-nultipoint
interface. The case of routers connected by broadcast networks or
Non- Broadcast Milti-Access (NBMA) |inks is not considered, since
Hel | 0 suppression is not used in these cases (Section 3.2 [RFCL1793]).

The nei ghbor probing nechanismis used as follows. After a router
has synchroni zed the Link State Database (LSDB) with its nei ghbor
over the demand circuit, the demand circuit may be torn down if there
is no nore application traffic. Wen application traffic starts
going over the link, the link is brought up. |f ospflfDenmandNorProbe
is enabled, the routers SHOULD probe each other. While the link is
up, the routers may al so periodically probe each other every

ospf | f DemandNbr Probel nterval .  Nei ghbor probi ng should not be
considered as interesting traffic and shoul d not cause the demand
circuit to remain up (relevant details of inplenmentation are outside
of the scope of this docunent).

The case when one or nore of the router’s |inks are oversubscribed
(see section 7 of [RFC1793]) should be considered by the

i npl enentations. |In such a situation, even if the link status is up
and application data is being sent on the link, only a |limted nunber
of neighbors are really reachable. To nake sure tenporarily

unr eachabl e nei ghbors are not mistakenly declared down, Nei ghbor
probi ng should be restricted to those neighbors that are actually
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reachable (i.e., there is a circuit established with the nei ghbor at
the nmonment the probing procedure needs to be initiated). This check
itself is also considered an inplenentation detail

2.1. Neighbor Probing

The nei ghbor probing nethod described in this section is conpletely
conmpati ble with standard OSPF i npl enentati ons, because it is based on
standard behavi or that must be foll owed by OSPF i npl ementations in
order to keep their LSDBs synchroni zed.

When a router needs to verify the OSPF capability of a nei ghbor
reachabl e through a demand circuit, it should flood to the nei ghbor
any LSAin its LSDB that would normally be sent to the nei ghbor
during the initial LSDB synchronization process (in nost cases, such
an LSA nust have al ready been flooded to the neighbor by the tine the
probi ng procedure starts). For example, the router may flood its own
router-LSA (without originating a new version), or the neighbor’s own
router-LSA. |If the neighbor is still alive and OSPF-capable, it
replies with a link state acknow edgenment or a link state update (an
i npli ed acknow edgenent), and the LSA is renoved fromthe nei ghbor’s
retransmission list. The inplenentations should linit the nunber of
times an LSA can be retransnmitted to ospflfDemandNbr ProbeRet xLimnit,
when used for neighbor probing. |If no acknow edgenent (explicit or
inplicit) is received for a predefined period of tinme, the probing
router should treat this as evidence of the neighbor’s unreachability
(proving wong the assunption of reachability used in [RFC1793]) and
shoul d bring the adjacency down.

Not e that when t he nei ghbor being probed receives such a link state
updat e packet, the received LSA has the sane contents as the LSA in
t he nei ghbor’s LSDB, and hence should nornally not cause any

addi tional flooding. However, since LSA refreshes are not flooded
over demand circuits, the received LSA nay have a hi gher Sequence
Nunber. This will result in the first probe LSA being fl ooded
further by the neighbor. Note that if the current version of the
probe LSA has already been flooded to the neighbor, it will not be
propagated any further by the neighbor. Also note that in any case,
subsequent (non-first) probe LSAs will not cause further flooding
until the LSA' s sequence nunber is increnented.

Agai n, the inplenmentation should insure (through internal nechani sns)
that OSPF link state update packets sent over the demand circuit for
t he purpose of nei ghbor probing do not prevent that circuit from
bei ng torn down.
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3.

Support of Virtual Links and Point-to-multipoint Interfaces

Virtual links can be treated anal ogously to point-to-point |inks, so
the techni ques described in this neno are applicable to virtual |inks
as well. The case of point-to-nultipoint interface running as a

demand circuit (section 3.5 [RFC1793]) can be treated as i ndividual
poi nt-to-point links, for which the solution has been described in
section 2.

Compatibility Issues

Al'l mechani snms described in this docunent are backward-conpati bl e
wi th standard OSPF inpl enent ati ons.

Depl oynent Consi der ati ons

In addition to the lost functionality nmentioned in Section 6 of

[ RFC1793], there is additional overhead in ternms of the anmount of
data (link state updates and acknow edgenents) being transmitted due
to nei ghbor probing whenever the link is up, thereby increasing the
overal | cost.
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Appendi x A, Configurable Paraneters

This nenp defines the follow ng additional configuration paraneters
for OSPF interfaces.

ospf I f DemandNbr Pr obe
I ndi cat es whet her or not nei ghbor probing is enabled to
det ermi ne whet her the neighbor is inactive. Neighbor probing
is disabled by default.

ospf | f DemandNobr Pr obeRet xLi mi t
The nunber of consecutive LSA retransni ssions before the
nei ghbor is deenmed inactive and the nei ghbor adjacency is
brought down. Sanple value is 10 consecutive LSA
retransm ssions.

ospf I f DemandNbr Pr obel nt er val
Def i nes how often the nei ghbor will be probed. The sanple
value is 2 m nutes.
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