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Abstract

| Psec can secure the links of a nmultihop network to protect

comuni cati on between trusted conmponents, e.g., for a secure virtua
network (VN), overlay, or virtual private network (VPN). Virtua

i nks established by | Psec tunnel node can conflict with routing and
forwardi ng inside VNs because |IP routing depends on references to

i nterfaces and next-hop | P addresses. The | Psec tunnel nbde
specification is anbiguous on this issue, so even conpliant

i npl eent ati ons cannot be trusted to avoid conflicts. An alternative
to tunnel node uses non-1Psec | PIP encapsul ation together with | Psec
transport node, which we call IlPtran. |PIP encapsulation occurs as
a separate initial step, as the result of a forwarding | ookup of the
VN packet. |Psec transport node processes the resulting (tunneled) IP
packet with an SA deternined through a security associ ati on dat abase
(SAD) match on the tunnel header. [IlIPtran supports dynam c routing
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i nside the VN wi thout changes to the current |Psec architecture.

1 Ptran denonstrates how to configure any conpliant |Psec

i npl erentation to avoid the aforenentioned conflicts. IlIPtran is
al so conpared to several alternative nmechanisns for VN routing and
their respective inpact on | Psec, routing, policy enforcenent, and
interactions with the Internet Key Exchange (IKE).
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1. Introduction

The | P security architecture (IPsec) consists of two npdes, transport
node and tunnel node [1]. Transport node is all owed between two end
hosts only; tunnel node is required when at | east one of the
endpoints is a "security gateway" (internedi ate systemthat

i npl ements | Psec functionality, e.g., a router.)

| Psec can be used to secure the links of a virtual network (VN
creating a secure VN. In a secure VN, trusted routers inside the
network dynam cally forward packets in the clear (internally), and
exchange the packets on secure tunnels, where paths may traverse
multiple tunnels. Contrast this to the conventional ’'virtual private
network’ (VPN), which often assunmes that paths tend to traverse one
secure tunnel to resources in a secure core. A general secure VN
allows this secure core to be distributed, conposed of trusted or
privatel y- managed resources anywhere in the network.

Thi s docunent addresses the use of IPsec to secure the links of a
mul ti hop, distributed VN. |t describes how virtual |inks established
by I Psec tunnel nobde can conflict with routing and forwardi ng inside
the VN, due to the IP routing dependence on references to interfaces
and next-hop | P addresses.

Thi s docunent proposes a solution called Il Ptran that separates the
step of I P tunnel encapsulation fromlPsec processing. The solution
conbi nes a subset of the current IPsec architecture with other
Internet standards to arrive at an interoperable equivalent that is
both sinpler and has a nodul ar specification.

Later sections of this document conpare IIPtran to other proposals
for dynamic routing inside VPNs, focusing on the inpact the different
proposal s have on the overall |Psec architecture, routing protocols,
security policy enforcement, and the Internet Key Exchange (I|KE)
[9][10]. An appendix addresses |IP tunnel processing issues in |Psec
related to | PIP encapsul ati on and decapsul ati on.

Thi s docunent assunes faniliarity with other Internet standards
[1][2], notably with termi nol ogy and numerous acronymns therein.

1.2. Docunent Hi story

This docunent was first issued as an Internet Draft on March 10,
2000, entitled "Use of |IPSEC Transport Mde for Virtual Networks,"
and was first presented in the IPsec W at the 47th | ETF in Adel ai de
in March 2000. It was subsequently revised and presented to the
PPVPN W5 at the 51st I ETF in London in August 2001, to the |Psec WG
at the 52nd IETF in Salt Lake City in Decenber 2001, and to both the
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| Psec and PPVPN WGs at the 53rd IETF in M nneapolis in March 2002
Version 04 of this draft was submitted for publication as an

I nformati onal RFC based on suggestions by the | Psec W6 in June 2002
and was under |ESG review fromthen until version 07 was approved for
publication in June 2004. During that time, it was substantively
revi sed according to feedback fromthe | ESG regarding interactions
with the I Psec specification (RFC 2401 [1]) and other protocols, with
regard to security and conpatibility issues.

2. Probl em Description

Virtual networks connect subsets of resources of an underlying base
network, and present the result as a virtual network |ayer to upper-
| ayer protocols. Similar to a real network, virtual networks consi st
of virtual hosts (packet sources and sinks) and virtual routers
(packet transits), both of which can have a nunber of network
interfaces, and links, which connect nultiple network interfaces
together. Virtual links (also called tunnels, especially when

poi nt-to-point) are one-hop links in the VN topol ogy, but are either
direct links or paths (sequences of connected Iinks) in the
under | yi ng base network.

Base network hosts and routers can be part of multiple virtua
networks at the same tine, and their role in the base network does
not need to coincide with their role in a virtual network (i.e., base
network hosts may act as VN routers or hosts, as may base network
routers).

It is inportant to note that this definition of a VNis nore genera
than sone other definitions, where the VN participation of end
systens is limted. Some proposals only allow end systens to be part
of a single VN, or even only allow themto be part of the VN and not
the base network, substituting the VN for the Internet. The
definition above explicitly allows hosts and routers to participate
in mltiple, parallel VNs, and allows |ayered VNs (VN inside VN).

It can be useful for a VNto secure its virtual links [3][4],
resulting in a VPN. This is not equivalent to end-to-end security,
but can be useful when end hosts do not support secure conmunication
thensel ves. It can provide an additional |evel of hop-by-hop network
security to secure routing in the VPN and isolate the traffic of

di fferent VPNs.

The topol ogy of an |IPsec VPN commonly consists of | Psec tunnel node
virtual links, as required by the |IPsec architecture when the
comuni cating peers are gateway pairs, or a host and a gateway [1].
However, this current required use of |IPsec tunnel node can be

i nconpatible with dynamc routing [3].
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The next section provides a short overview on | Psec transport and
tunnel node processing, as far as it is relevant for the
under st andi ng of the problem scenarios that follow. The follow ng
sections discuss routing problens in detail, based on a common
exanpl e.

2.1. | Psec Overview

There are two nodes of |Psec, transport node and tunnel node [1].
Transport node secures portions of the existing |IP header and the
payl oad data of the packet, and inserts an | Psec header between the
| P header and the payl oad; tunnel nopde adds an additional |IP header
before performing similar operations. This section gives a short
overvi ew of the rel evant processing steps for both npdes.

In transport node, |Psec inserts a security protocol header into
outgoing | P packets between the original |IP header and the packet
payload (Figure 1) [5][6][11][12]. The contents of the |Psec header
are based on the result of a "security association" (SA) |ookup that
uses the contents of the original packet header (Figure 1, arrow) as
well as its payload (especially transport |ayer headers) to | ocate an
SA in the security association database (SAD).

Origi nal Qutbound Packet Qut bound Packet (1 Psec Transport Mbde)
Fe e e e a - Fe - + Fe e e e e - - o4 - - - - - - -
| I'P Header | Payl oad | | I'P Header | |Psec Header | Payl oad
Fe e e e a - Fe - + Fe e e e e - - o4 - - - - - - -

| N

I I

Fomm e e oo +

SA Lookup

Fi gure 1: Qutbound Packet Construction under |Psec Transport Mde

When receiving packets secured with |IPsec transport node, a simlar
SA | ookup occurs based on the I P and | Psec headers, followed by a
verification step after |Psec processing that checks the contents of
the packet and its payl oad agai nst the respective SA. The
verification step is simlar to firewall processing.

When using tunnel node, |Psec prepends an | Psec header and an

addi tional |IP header to the outgoing |IP packet (Figure 2). 1In
essence, the original packet becones the payl oad of another |P
packet, which |IPsec then secures. This has been described [1] as "a
tunnel node SA is essentially a [transport node] SA applied to an IP
tunnel ." However, there are significant differences between the two,
as described in the remainder of this section
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In I Psec tunnel node, the I P header of the original outbound packet
together with its payload (especially transport headers) deternines
the | Psec SA, as for transport node. However, a tunnel nobde SA al so
cont ai ns encapsul ation information, including the source and
destination I P addresses for the outer tunnel I|IP header, which is

al so based on the original outbound packet header and its payl oad
(Figure 2, arrows).

Qut bound Packet (1 Psec Tunnel Mode)

S et e e el SRR SEPRSSIpR S |, +
| Tunnel 1P Header | |Psec Header | Orig. |IP Header | Payl oad
S et e e el SRR SEPRSSIpR S |, +
N N | |
I I ||
| Feom e e e a e oo + |
| SA Lookup |
I I
S +

| P Encapsul ati on
Fi gure 2: Qutbound Packet Construction under |Psec Tunnel Mde

When receiving packets secured with tunnel node |IPsec, an SA | ookup
occurs based on the contents of the | Psec header and the outer IP
header. Next, the packet is decrypted or authenticated based on its
| Psec header and the SA, followed by a verification step that checks
the contents of the original packet and its payl oad (especially the
i nner I P header and transport headers) agai nst the respective SA

2.2. Forwardi ng Exanple

Consider a VPN topology with virtual |inks established by |IPsec
tunnel node SAs, as would be required for conpliance with [1]. Such
hop- by-hop security can be useful, for exanple, to secure VN routing,
and when | egacy end systenms do not support end-to-end | Psec

t hensel ves.

Virtual routers in a VN need to forward packets the sane way regul ar
Internet routers do: based on the destination |IP address and the
forwarding table. These two determ ne the next hop |P address the
packet should be forwarded to (additional header fields and inner

headers can be used, e.g., in policy routing.)

In Figure 3, traffic arrives at gateway A on virtual link 1, having
cone fromany of the virtual hosts upstreamof that virtual |ink
There are two outgoing virtual links for this inconmng traffic: out

link 3 going to the VPN next-hop gateway B, and out link 4 going to
t he VPN next-hop gateway C
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For this exanple, assunme the incomng traffic is froma single VPN
source X, going to a single VPN destination Y. Ellipses (...)

represent multiple virtual links in Figure 3.
B---...---
/ \
/3 \
/ \
X --- --- A D--- --- Y
1 2\ /
\ 4 /
\ /
C---...---

Figure 3: Topology of a Virtual Network

Two problens arise; one is forwarding of VN traffic over |Psec tunnel
node |inks, the other is source address selection on VN end systens.

2.3. Problem 1l: Forwarding |ssues

Assurme a packet fromsource X to destination Y arrives on link 2 at
gateway A Gateway A now needs to both forward and encrypt the packet
to nmake progress to the next hop gateway inside the VPN

Dynam cal ly routed gateways forward packets based on a forwarding
tabl e managed by a routing daenon that exchanges connectivity
information with directly connected peers by comunicating on its

| ocal interfaces. Entries in the forwarding table map destination IP
addresses to the | P address of a next-hop gateway and an associ at ed
out bound interface.

The problemis that an internediate router needs to pick a next hop
gateway for a transit packet based on its destination |IP address and
the contents of the forwarding table. However, the |Psec
architecture does not define if and how tunnel nopde SAs are
represented in the forwarding table.

The probl em occurs when A tries to decide howto forward the packet
X->Y. In a regular IP network, this decision depends on a forwarding
| ookup on destination address Y, which indicates the | P address of

t he next-hop gateway and an associ ated outbound interface. 1In the
case of a VN, forwardi ng | ookups occur on virtual destination
addresses. For the forwardi ng | ookup on such a virtual destination
address to succeed, routes through virtual interfaces (tunnels) nust
exist in the forwarding table.
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There are two common i npl enentation scenarios for tunnel node SAs:
One is based on firewal |l -1i ke packet matching operations where tunnel
node SAs are not virtual interfaces, another is tunnel-based, and
treats a tunnel node SA as a virtual interface. The current | Psec
architecture does not nmandate one or the other.

Under the first approach, the presence of |Psec tunnel node SAs is
invisible to the IP forwardi ng nechanism The | ookup uses matchi ng
rules in the SA | ookup process, closer to firewall matching than
traditional IP forwarding | ookups, and independent fromexisting |IP
forwardi ng tabl es. The SA | ookup deternines which virtual link the
packet will be forwarded over, because the tunnel nmode SA incl udes
encapsul ation information. This | ookup and the subsequent tunne
node processing both ignore the contents of the existing IP
forwardi ng tabl e, whether static or dynamic routing are used. This
type of tunnel node processing is thus inconpatible with dynamically
routed VPNs.

The second approach - requiring tunnel node SAs to be interfaces -
can be conpatible with dynanmically routed VPNs (see Section 4)
depending on how it is inplenented; however, IIPtran (see Section 3)
has the additional benefit of greatly sinplifying the |IPsec
architecture and rel ated specifications, and of being conpatible with
all 1 Psec specification conpliant inplenentations.

2.4. Problem 2: Source Address Sel ection

A second issue is source address selection at the source host. \WWen
an application sends traffic to another host, the host nust choose an
| P source address for the |IP packets before transni ssion.

When an end systemis connected to nmultiple networks, it must set the
source address properly to receive return traffic over the correct
network. When a node participates in a virtual network, it is always
connected to two networks, the base network and the VN (nore if it
connects to at least two VNs.) The I Psec specification currently does
not define how tunnel node SAs integrate with source address

sel ecti on.

For exampl e, when communi cati on occurs over a virtual network, the
source address nust lie inside the VNN Wen X sends to Y (Figure 3),
the source address nust be the I P address of X' s |local end of tunne
1. If host A which has nultiple interfaces inside the VN, sends to
Y, the source address nust be the I P address of the |ocal end of

ei ther tunnel 3 or 4.
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Most applications do not bind to a specific source |IP address, and
instead |l et the host pick one for their traffic [7]. Rules for
source address selection that depend heavily on the notions of
interfaces and routes.

According to [7], the IP source address of an outbound packet shoul d:
(1) for directly connected networks derive fromthe correspondi ng
interface, or (2) derive fromexisting dynam c or static route
entries to the destination, or finally (3) derive fromthe interface
attached to a default gateway.

Because | Psec tunnel node SAs are not required to be interfaces,
rules (1) and (2) may not return a usable source address for a given
packet. Consequently, VN packets will use the IP address of the

|l ocal interface connecting to a default gateway as their source
address. Oten, a default gateway for a host provides connectivity
in the base network underlying the VN. The outgoing packet will thus
have a source address in the base network, and a destination address
in the VN

This can result in nunerous problens, including applications that

fail to operate at all, firewalls and admi ssion control failures, and
may even lead to conpronised security. Consider two cases, one with
| Psec tunnels configured with no wildcard tunnel addresses, the other
using certain wildcards. |In both cases, an applicati on whose source
address is set by RFC 1122 [7] rules may send packets (e.g.) with the
source address of that host’s base network (via the default route)
and a destination address of the renote tunnel endpoint.

3. IIPtran: IPIP Tunnel Devices + |IPsec Transport Mode

This section introduces a solution - called IIPtran - for the two

i ssues identified above. [IIPtran replaces |Psec tunnel node with a
conbi nation of IPIP tunnel interfaces that support forwardi ng and
source address selection (as per RFC 2003 [2]), followed by I|IPsec
transport node on the encapsul ated packet.

The | Psec architecture [1] defines the appropriate use of |Psec
transport node and | Psec tunnel nobde (host-to-host comrunication for
the forner, and all transit conmunication for the latter). IIlPtran
appears to violate this requirenent, because it uses |Psec transport
node for transit conmunication.

However, for an IPIP tunnel between security gateways, the gateways

t hensel ves source or sink base network traffic when tunneling - they
act as hosts in the base network. Thus, |Psec transport node is al so
appropriate, if not required, for encapsulated traffic, according to

[1].
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As a result, replacing |IPsec tunnel nmode with IPIP tunnel devices and
| Psec transport node is consistent with the existing architecture.
Furthernore, this does not conprom se the end-to-end use of |Psec,
either inside a VPN or in the base network; it only adds | Psec
protection to secure virtual |inks.

The next sections will give a short overview of |PIP encapsul ation,
and show it conmbines with | Psec transport node processing. This
section will then discuss how || Ptran addresses each of the problens
identified above.

3.1. IlIPtran Details

I Ptran uses IPIP tunnels (as defined in RFC 2003 [2]), followed by
| Psec transport node on the encapsul at ed packet.

RFC 2003 [2] uniquely specifies IPIP encapsul ation (placing an I P
packet as payl oad inside another |P packet.) Oiginally devel oped for
Mobil el P, it has often been adopted when virtual topol ogies were
requi red. Exanples include virtual (overlay) networks to support
energi ng protocols such as IP Milticast, IPv6, and Mbile IP itself,
as well as systens that provide private networks over the Internet
(X-Bone [3] and PPVPN).

| PI P out bound packet processing, as specified by RFC 2003 [ 2],
tunnel s an existing | P packet by prepending it with another |P header
(Figure 4.)

Qut bound Packet (I1PIP Tunnel)

| PI P Encapsul ation
Fi gure 4: Qutbound Packet Construction for IPIP Tunnel
1 Ptran performs this IPIP processing as a first step, followed by

| Psec transport node processing on the resulting | PIP packet (Figure
5.)
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Qut bound Packet (1 PIP Tunnel + |IPsec Transport Mode)

S et e e el SRR SEPRSSIpR S |, +
| Tunnel 1P Header | |Psec Header | Orig. |IP Header | Payl oad
S et e e el SRR SEPRSSIpR S |, +

N N

I I

| I I

| S + |

| SA Lookup |

I I

o m e e e e ememooo-o- +

| Pl P Encapsul ati on

Fi gure 5: Qutbound Packet Construction for IPIP Tunnel with | Psec
Transport Mode

A key difference between Figure 2 and Figure 5 is that in the
proposed solution, the | Psec header is based on the outer |P header,
wher eas under | Psec tunnel node processing, the | Psec header depends
on the contents of the inner |IP header and payl oad (see Section 2.1).

However, the resulting VPN packet (Figure 5) on the wire cannot be
di stingui shed froma VPN packet generated by |Psec tunnel node
processing (Figure 2); and the two nmethods inter-operate, given
appropriate configurations on both ends [3].

A detail ed discussion of the differences between Il Ptran, |Psec
tunnel node, and ot her proposed nechanisnms follows in Section 4. The
remai nder of this section will describe how IlIPtran conbines |PIP
tunnel devices with IPsec transport node to solve the probl ens
identified in Section 2.

3.2. Solving Problem 1: Forwarding |Issues

Section 2.3 described how | P forwardi ng over |IPsec tunnel node SAs
breaks, because tunnel nobde SAs are not required to be network
interfaces. |IPtran uses RFC 2003 IPIP tunnels [2] to establish the
topol ogy of the virtual network. RFC 2003 [2] requires that IPIP
tunnel s can be routed to, and have configurabl e addresses. Thus,
they can be references in node’s routing table (supporting static
routing), as well as used by dynam c routing daenons for [ ocal
conmuni cation of reachability information

RFC 2003 [2] addressed the issue of inserting an | Psec header between
the two | P headers that are a result of |IPIP encapsulation. [|IPtran
provides further details on this configuration, and denonstrates how
it enables dynamic routing in a virtual network.
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It is inportant to note that the RFC 2003 | PIP tunnels [2] already
provide a conplete virtual network that can support static or dynanic
routing. The proposed solution of using IPIP tunnel with |IPsec
transport node decoupl es | Psec processing fromrouting and
forwarding. IlIPtran’s use of IPsec is limted to securing the Iinks
of the VN (creating a VPN), because IPsec (rightly) |lacks interna
support for routing and forwarding.

3.3. Solving Problem 2: Source Address Sel ection

Section 2.4 gave an overview of | P source address selection and its
dependence on interfaces and routes.

Usi ng RFC 2003 I PIP tunnel devices [2] for VN links, instead of |Psec
tunnel node SAs, allows existing multihom ng solutions for source
address selection [1] to solve source address selection in this
context as well. As indicated in Section 2.4, according to [1], the
| P source address of an out bound packet is determnined by the outbound
interface, which is in turn determ ned by existing forwarding
mechani sm Because |IPIP tunnels are full-fledged interfaces with
associ ated routes (as in Section 3.2 of [2]), the routes and address
sel ection as specified in [1] can also operate as desired in the
context of VN |inks.

4. Conpari son

The previous sections described probl ens when | Psec tunnel node
provides VPN |inks, and proposed a solution. This section introduces
a nunber of proposed alternatives, and conpares their effect on the

| Psec architecture, routing, and policy enforcenent, anong others, to
Il Ptran.

4.1. O her Proposed Sol utions

This section gives a brief overview of a nunber of alternative
proposal s that aim at establishing support for dynamic routing for
| Psec-secured VNs. The follow ng section then conpares these
proposals in detail.

Al t hough some of the alternatives al so address the issues identified

above, IIPtran alone also significantly sinplifies and nodul ari zes
the | Psec architecture.
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4.1.1. Aternative 1: IPsec with Interface SAs

In the first alternative, each IPsec tunnel node SAis required to
act as a full-fledged network interface. This SAinterface acts as
t he outbound interface of the virtual destination’ s forwarding table
entry. |Psec dynanically updates the SA interface configuration in
response to SAD changes, e.g., caused by |KE negotiati on.

Thi s approach supports dynam c routing and existing source address
sel ection rules, but requires extensions to the IPsec architecture
that define tunnel node SA interfaces and their associ ated managenent
pr ocedur es.

It would necessitate recapitulating the definition of the entirety of
RFC 2003 I PIP encapsulation [2], including the association of tunnels
with interfaces, inside IPsec. This defeats the nodul ar architecture
of the Internet, and violates the specification of type 4 IPin IP
packets as being uniquely defined by a single Internet standard (it
is already standardi zed by [2]).

This solution also requires augnmenting the I Psec specification to
mandate an i nplenentation detail, one that may be difficult to
resolve with other |Psec designs, notably the BITS (bunp-in-the-
stack) alternative. Although the current |IPsec specification is
anbi guous and allows this inplenentation, an inplenentation-

i ndependent design is preferable.

4.1.2. Aternative 2: IPsec with Initial Forwardi ng Lookup

A second alternative is the addition of an extra forwarding | ookup
before | Psec tunnel node processing. This forwarding | ookup wll
return a "virtual interface" identifier, which indicates howto route
the packet [13]. Due to a lack of concrete docunentation of this
alternative at this tinme, proposed for an update pending to RFC 2401
[1], two variants are presuned possible:

In the first scenario, the extra forwardi ng | ookup indicates the
outbound interface of the final encapsul ated tunnel nobde packet,
i.e., usually a physical interface in the base network. The tunnel
node SA | ookup followi ng the forwarding | ookup will occur in the
per-interface SAD associated with the respective virtual interface.

In the second scenario, the extra forwarding | ookup returns an

out bound tunnel SA interface. This solution seens to be equival ent
to the one described above (Section 4.1.1), i.e., all tunnel npde SAs
nmust be interfaces, and is not discussed separately bel ow.
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4.1.3. Aternative 3: IPsec with Integrated Forwarding

In the third alternative, the routing protocols and forwarding
nmechani sns are nodified to consult both the routing tables and SADs
to make forwardi ng decision. To prevent |Psec processing from
interfering with routing, forwarding table | ookup nust precede SAD
| ookup.

Thi s approach supports dynamic routing, but requires changes to
routing nechani sms such that SAD contents are included in the route
exchanges. It is unclear how transport-layer selectors would affect
t hi s approach.

4.2. Discussion

This section conpares the three different alternatives and IlPtran
according to a number of evaluation criteria, such as support for VN
forwardi ng, or inpact on the |IPsec architecture.

4.2.1. VN Routing Support and Conplexity

This section investigates whether the three alternatives and Il Ptran
support VN routing, especially dynanm c routing based on existing IP
routi ng protocols.

Both IIPtran (IPIP tunnels + transport node) and alternative 1 (per-
SA interfaces) establish VN Ilinks as full-fledged devices that can be
referred to in the routing table, as well as used for |ocal

comuni cati on by dynamic routing protocols. They both support static
and dynami c VN routing.

However, because the current |Psec architecture does not require
tunnel node SAs to behave simlarly to interfaces (sone inplenenters
chose alternative 1, but it is not nmandated by the specification),
alternative 1 requires extensions to the current |Psec architecture
that define the exact behavior of tunnel nbde SAs. The proposed

sol ution does not require any such changes to IPsec, and for tunnels
RFC 2003 al ready specifies those requirenents [2]. Furthernore,

addi tion of those requirenments woul d be redundant and potentially
conflict with RFC 2003 [2].

Alternative 3 supports dynam c VN routing, but requires nodifying
routing protocols and forwardi ng | ookup nechanisns to act or
synchroni ze based on SAD entries. This requires substantial changes
to routing software and forwardi ng mechanisns in all participating
nodes to interface to the internals of IPsec; this would require
revising a | arge nunber of current Internet standards. It is also
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not clear how tunnel nobde SAs that specify port selectors would
operate under this scheme, since IP routing has no dependence on
transport-1layer fields.

Al ternative 2 does not support dynam c VN routing. The additional
forwardi ng | ookup before | Psec processing is irrelevant, because

| Psec tunnel nobde SAs are not represented as interfaces, and thus
invisible to I P routing protocol s.

Additionally, the forwarding | ookup suggested for alternative 2 is
not conpatible with a weak ES nodel described in [1], which requires
bot h an out bound interface indicator as well as the |IP address of the
next - hop gateway. For exanple, multiple tunnels can use the sane
outgoing interface and thus same SAD. The forwardi ng | ookup woul d
return only the interface; |acking the next-hop gateway, the correct
SAD entry cannot be deternined. G ven the next-hop gateway woul d not
hel p, because the SAD is not indexed by tunnel npde SA encapsul ation
destination |IP address.

Because alternative 2 fails to support VNrouting, it will not be
di scussed in the remai nder of this section.

4.2.2. Inpact on the IPsec Architecture

1 Ptran recogni zes that encapsulation is already a property of
interface processing, and thus relies on IPIP tunnel devices to
handl e the I PIP encapsulation for VN links. Tunnel node |Psec thus
becones unnecessary and can potentially be renmoved fromthe | Psec
architecture, greatly sinplifying the specification

Alternative 1 requires SAs to be represented as full-fl edged
interfaces, for the purpose of routing. SAD changes nust furthernore
dynamical ly update the configuration of these SA interfaces. The

| Psec architecture thus needs extensions that define the operation of
interfaces and their interactions with the forwardi ng table and

rout es.

Additionally, RFC 2401 [1] describes per-interface SADs as a
conponent of I|Psec. When tunnel node SAs thensel ves act as
interfaces, the function of per-interface SADs needs clarification as
fol | ows:

First, each tunnel interface SAD nust contain exactly one |Psec
tunnel node SA. Transport node SAs are prohibited, because they
woul d not result in |IP encapsulation (the encapsul ation header is
part of the tunnel node SA, a transport node SA woul d not cause
encapsul ation), and thus lead to processing |loops. Miltiple tunnel
node SAs are prohi bited, because dynam c routing algorithns construct

Touch, et al. | nf or mat i onal [ Page 15]



RFC 3884 | Psec Transport Mdde for Dynamic Routing Septenber 2004

t opol ogy informati on based on per-interface comunication. Merging
different virtual links (tunnels) into a single SA interface can
cause routing events on one virtual link to apply incorrectly to

ot her links sharing an SA interface.

Second, only the SAD of physical interfaces nay contain | Psec
transport node SAs; otherwi se, the current issues with VN routing
remai n unsol ved.

In summary, these restrictions cause the SADs of SA interfaces to
contain only tunnel node SAs, and the SADs of regular interfaces to
contain only transport node SAs. Thus, tunnel encapsul ation
essentially becones a uni que property of the interface, and not

| Psec.

Il Ptran al ready recogni zes this property. Consequently, it uses IPIP
tunnels directly, and conbines themw th transport node processing.

By elimnating the use of tunnel npbde, it renoves the need for
addi ti onal constraints on the contents of per-interface SAs.

4.2.3. Policy Enforcenent and Sel ectors

On receiving a packet, both IPsec tunnel node and Il Ptran decrypt
and/or authenticate the packet with the sane techni ques. |Psec
tunnel node decapsul ates and decrypts the packet in a single step
followed by a policy check of the inner packet and its payl oad

agai nst the respective |IPsec tunnel node SA. |lPtran uses |Psec
transport node to decrypt and verify the incom ng packet, then passes
the decrypted | PIP packet on to RFC 2003 IPIP processing [2]. At
that point, IIPtran can support selector checks on both the header
and its payload using firewall nmechanisns, simlar to | Psec tunne
node processi ng.

The primary difference between the two is that | Psec tunnel node does
not require a separate processing step for validating packets; once

| Psec accepts them during the policy check during decapsul ation, they
are accepted. |IPtran requires additional processing on the
decapsul at ed packets, to validate whether they conformto their
respective | Psec policy.

As noted in Section 5.2 of the IPsec architecture docunent [1], |Psec
processi ng should retain informati on about what SAs matched a given
packet, for subsequent |Psec or firewall processing. To allow for
conpl ex accept policies, it should be possible to reconstruct the
format of the original packet at the tinme it first entered a machine
based on saved processing context at any tinme during inbound
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processing. |IPtran accepts incomng VN packets only if they have
arrived over a specific IPIP tunnel that was secured with | Psec
transport node, but as a separate step followi ng | PlIP decapsul ati on

Note that |Psec tunnel node and Il Ptran are interoperable [3].

Experi nents have verified this interoperability, notably because
there are no differences in the resulting packets on the wire, given
appropri ate keys.

4.2.3.1. Sel ector Expressiveness

When | ooking up an SA for a given packet, |IPsec allows selectors to
mat ch on the contents of the I P header and transport headers.

Il Ptran using existing | Psec cannot support transport header matches,
because SA | ookup occurs before decapsulation. A small extension to
| Psec can address this issue in a nodul ar way.

RFC 2401 [1] explicitly recognizes that the transport |ayer header
may be nested several headers deep inside the packet, and allows a
systemto (quote) "chain through the packet headers checking the

"Protocol’ or 'Next Header’ field until it encounters either one it
recogni zes as a transport protocol, or until it reaches one that
isn't onits |list of extension headers, or until it encounters an ESP

header that renders the transport protocol opaque.”

Wth IlPtran, the SA | ookup starts on the outer (tunnel) header, and

sel ectors including port nunber infornmation nmust thus traverse the

i nner |1 P header (and possibly other headers) before they can natch on
the transport headers. |IIPtran thus requires that I P be a known

| Psec "extension header." This recognizes that with IPIP

encapsul ation, IP VNs use the base IP network as a |link |ayer.

Al 'though this small extension to IPsec is not explicitly required, it
is already inplied.

Recognizing IP as a valid transport |ayer over IP also allows
selectors to match on the contents of the inner ("transport”) IP
header. Thus, |Psec selectors under IIPtran can express the sane set
of policies as conventional |IPsec tunnel node.

Note that in both cases, these policy enforcenent rules violate

| ayering by | ooking at information other than the outernost header.
This is consistent with IPsec’s current use of port-based sel ectors.
The next section discusses that selectors may not be useful for
virtual networks.
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4.2.3.2. Role of Selectors for VPNs

For secure VN |links established via |IPsec tunnel node SAs, the
selectors for the inner (VN) source and destination |IP addresses
often need to be wildcarded to support dynamic routing in a VN
Thus, the limtation described in 4.2.3.1 (wthout the proposed
extensi on) may not be inportant in a VN scenario.

Consider a four-node VN with nodes A, B, C, and N (Figure 6).

Consi der the case where N is either a new node joining an existing
VPN, or an existing node that had been di sconnected and was j ust
redi scovered via dynam c routing.

In this exanple, A has |IPsec tunnel nobde SAs to B and C. If the
selectors for the virtual source and destination |P addresses for
those SAs are not wildcards, the SA needs to be dynanically nodified
to permit packets fromN to pass over the tunnels to B and C. This
becones quickly inpractical as VPN sizes grow

Fi gure 6: Topology of a Virtual Network

Thus, |Psec sel ectors appear much |less useful in a VPN scenario than
expected. A consequence night be that Il Ptran - even without
extensions to support the full expressiveness of tunnel node SA

sel ectors as described above - can still support the majority of VPN
scenari os.

One purpose of selectors matching on transport header content is
policy routing. Different SAs can apply to different applications,
resulting in different apparent virtual topologies. IIPtran supports
policy routing in a nore nodul ar way, by having existing policy
routing inmplenmentations forward traffic over nmultiple, parallel VNs.
Il Ptran supports arbitrary |P-based policy routing schemes, while
policies are linmted by the expressiveness of |Psec’s selectors in
the forner case
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4.2.4. | KE I npact

The I nternet Key Exchange (IKE) [9][10] is a protocol to negotiate

| Psec keys between end systens dynanmically and securely. It is not a
strictly required conmponent of IPsec in the sense that two hosts can
comuni cate using | Psec without having used I KE to negotiate keys
(through manual |y keyed SAs, for exanple). Despite its name, |KE

al so acts as a tunnel nanagenent protocol (when IPsec tunnel npde SAs
are configured), and negotiates security policies between the peers.

Alternatives 1 and 3 use existing | KE without changes.

One possi bl e approach to use IKEwith IIPtran is to negotiate a
tunnel node SA, and then treat it as a transport node SA agai nst an

| PI P tunnel when comrunicating with conventional peers. For policies
that do not specify selectors based on transport-Ilayer informtion,
this establishes interoperability.

However, since IlIPtran elimnmnates |IPsec tunnel node, it could al so
sinplify IKE, by limting it to its original purpose of key exchange.
A new tunnel nmanagenent protocol (e.g., ATMP [8]) would set up IPIP
tunnel s, use an as of yet unspecified second protocol to negotiate
security policy, and then use | KE to exchange keys for use with the

policy.

Current | KE operation would beconme a nodul ar conposition of separate
protocols, simlar to how Il Ptran nodul ari zes | Psec by conbi ni ng
existing Internet standards. For exanple, a VPN link creation could
follow these steps: (1) IKE negotiation in the base network to secure
(2) a subsequent tunnel managenent exchange [8] in the base network,
followed by (3) | KE exchanges over the established tunnel to create a
secure VPN |ink

5. Security Considerations

Thi s docunent addresses security considerations throughout, as they
are a primary concern of proposed uses of |Psec.

The primary purpose of this docunment is to extend the use of IPsec to

dynamically routed VPNs, which will extend the use of IPsec and, it
is hoped, increase the security of VPN infrastructures using existing
pr ot ocol s.
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6. Summary and Recomendati ons

Thi s docunent presents a mechani smconsistent with the current use of
| Psec which supports dynamic routing inside a virtual network that
uses | Psec to secure its links. It illustrates how current use of

| Psec tunnel node can fail to support dynam c VN routing (depending
on the inplenentation), and conpares IIPtran with several different
alternatives. It finds that IIPtran, a conposite of a subset of

| Psec (i.e., transport npde) together with existing standard |PIP
encapsul ation, results in an interoperabl e, standards-conformng

equi val ent that is both sinpler and nodul ar.
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Appendi x A, Encapsul ati on/ Decapsul ati on | ssues

There are inconsistencies between the | PIP encapsul ation rules
specified by IPsec [1] and those specified by MbilelP [2]. The
|atter specification is standards track, and the I P protocol nunber

of 4 (payload of an I P packet of type 4) is uniquely specified by RFC
2003 according to ANA [2]. The use of IPIP inside an |IPsec
transport packet can be confused with I Psec tunnel node, because

| Psec does not specify any linmits on the types of |P packets that
transport node can secure.

A. 1. Encapsul ation |ssues

When an | P packet is encapsul ated as payl oad inside another |IP
packet, sonme of the outer header fields can be newly witten (and the
i nner header determ nes sonme others [2].) Anpong these fields is the

| P DF (do not fragnent) flag. Wen the inner packet DF flag is
clear, the outer packet may copy it or set it; however, when the
inner DF flag is set, the outer header nust copy it [2]. |Psec
defines conflicting rules, where that flag and other simlar fields
(TGS, etc.) may be copied, cleared, or set as specified by an SA

The | Psec specification indicates that such fields nust be
controlled, to achieve security. Oherw se, such fields could
provide a covert channel between the inner packet header and outer
packet header. However, RFC 2003 [2] requires that the outer fields
not be cleared when the inner ones are set, to prevent MIU di scovery
"bl ack hol es" [14][15].

To avoid a conflict between these rules, and to avoid security
weaknesses associated with solely copying the fields, it is
recommended that | Psec | PIP encapsul ation not permt the clearing of
the outer DF flag. Wen the SArequires clearing the DF flag, and
the inner packet DF is set, it is proposed that |Psec drop that
packet, rather than violate RFC 2003 processing rules [2]. Simlar
rul es are being devel oped for TOS and other sinilar |IP header fields,
to be included in an update of RFC 2003 [2].

Anot her approach to closing the covert channel is always to set the
DF flag in the outer header (whether or not it is set in the inner
header). Setting the DF flag all ows PMIU di scovery to operate
normal ly. The details of this approach are discussed in [2].
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A. 2. Decapsul ation |ssues

G ven identical keys, a packet created by IPIP tunnel encapsul ation
conmbi ned with I Psec transport nmode and an | Psec tunnel node packet

| ook identical on the wire. Thus, when an | Psec’ ed packet arrives
that contains an I PIP inner packet, it is not possible to distinguish
whet her the packet was created using | Psec tunnel node or |Psec

transport node of an |IPIP encapsul ated packet. |In both cases, the
protocol field of the outer header is IPsec (AH or ESP), and the
"next header" field for the inner data is 4 (IP). |Psec requires the

SA matching a received packet to indicate whether to apply tunnel
nmode or transport node.

I ncom ng packet processing nmust check the SAD before deternining
whet her to decapsul ate | Psec packets with inner payl oad of protocol
type 4. If the SAD indicates that a tunnel node association appli es,
| Psec nust decapsul ate the packet. |If the SAD indicates that a
transport node association applies, |Psec nmust not decapsul ate the
packet. This requires that the SAD indi cate one of these two
options; wldcard SAD entries ("ANY", or "TUNNEL or TRANSPCRT")
cannot be support ed.

A. 3. Appendi x Summary
| Psec’s use of IPIP encapsulation conflicts with the IPIP standard
[2]. This issue is already being resolved in an update to RFC 2003,

i nstead of specifying a non-standard conforming variant of IPIP
encapsul ati on inside |Psec.
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