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Abstract

Optical networking poses a nunber chall enges for CGeneralized Multi -
Protocol Label Switching (GWLS). Fundanentally, optical technol ogy
is an anal og rather than digital technol ogy whereby the optical |ayer
is lowest in the transport hierarchy and hence has an intimte
relationship with the physical geography of the network. This
contribution surveys sonme of the aspects of optical networks that

i mpact routing and identifies possible GWLS responses for each: (1)
Constraints arising fromthe design of new software controllable
network el enents, (2) Constraints in a single all-optical domain

wi t hout wavel ength conversion, (3) Conplications arising in nore
conpl ex networks incorporating both all-optical and opaque
architectures, and (4) Inpacts of diversity constraints.
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1. Introduction

Generalized Multi-Protocol Label Switching (GWLS) [Mannie04] ains to
extend MPLS to enconpass a nunber of transport architectures,

i ncludi ng optical networks that incorporate a nunber of all-optical
and opto-electronic elenments, such as optical cross-connects with
both optical and electrical fabrics, transponders, and optical add-
drop nultiplexers. Optical networking poses a nunmber of challenges
for GWLS. Fundanentally, optical technology is an anal og rather
than digital technol ogy whereby the optical layer is lowest in the
transport hierarchy and hence has an intinate relationship with the
physi cal geography of the network.

GWPLS al ready has incorporated extensions to deal with sone of the
uni que aspects of the optical layer. This contribution surveys somne
of the aspects of optical networks that inpact routing and identifies
possi bl e GVWPLS responses for each. Routing constraints and/or
conplications arising fromthe design of network el enents, the
accumul ation of signal inpairnments, and the need to guarantee the
physi cal diversity of some circuits are discussed.

Since the purpose of this docunment is to further the specification of
GWLS, alternative approaches to controlling an optical network are
not di scussed. For discussions of sonme broader issues, see

[ Gerstel 2000] and [ Strand02] .

The organi zation of the contribution is as foll ows:

- Section 2 is a section requested by the sub-1P Area managenent for

all new docunents. It explains how this docunment fits into the
Area and into the IPOW5 and why it is appropriate for these
gr oups.
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3.

- Section 3 describes constraints arising fromthe design of new
software control | abl e network el enents.

- Section 4 addresses the constraints in a single all-optical domain
wi t hout wavel ength conver si on.

- Section 5 extends the discussion to nore conpl ex networks and
i ncorporates both all-optical and opaque architectures.

- Section 6 discusses the inpacts of diversity constraints.

- Section 7 deals with security requirenents.

- Section 8 contains acknow edgmnents.

- Section 9 contains references.

- Section 10 contains contributing authors’ addresses.

Sub-1P Area Sunmary and Justification of Wrk
Thi s docunent nerges and extends two previous expired Internet-Drafts
that were made | PO working group docunents to forma basis for a
design team at the M nneapolis | ETF neeting, where it was al so
requested that they be nerged to create a requirenents docunent for

t he WG

In the arger sub-I1P Area structure, this nmerged docunent describes
specific characteristics of optical technology and the requirenents

they place on routing and path selection. It is appropriate for the
| PO wor ki ng group because the material is specific to optical
networks. It identifies and docunents the characteristics of the

optical transport network that are inportant for selecting paths for
optical channels, which is a work area for the |POWs The materi al
covered is directly ained at establishing a framewrk and
requirenments for routing in an optical network.

Reconfi gurabl e Network El enments
1. Technol ogy Background

Control plane architectural discussions (e.g., [Awduche99]) usually
assune that the only software reconfigurable network el enent is an
optical |ayer cross-connect (OLXC). There are however other software
reconfigurable el ements on the horizon, specifically tunable |asers
and receivers and reconfigurable optical add-drop multiplexers
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(CADM . These elements are illustrated in the foll ow ng sinple
exanpl e, which is nodel ed on announced Optical Transport System (OTS)
products:
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Figure 3-1: An OIS Wth OADMs - Functional Architecture
In Fig. 3-1, the part that is on the inner side of all boxes | abel ed

"A" defines an

all-optica

two aspects are critical:

- Adaptati on:

subnet wor k.

From a routing perspective

These are the functions done at the edges of the

subnetwork that transformthe incom ng opti cal

physi cal

channel into the

wavel ength to be transported through the subnetwork.

Strand & Chiu

- Connectivity: This defines which pairs of edge Adaptation
functions can be interconnected through the subnetwork.

D and E are DWDMs and X and Y are OADMs. The boxes
They map one or nore input

In Fig. 3-1,
| abel ed "A" are adaptation functions.
opti cal channels assuned to be standard short reach signals into a
| ong reach (LR) wavel ength or wavel ength group that will pass
transparently to a distant adaptation function. Adaptation
functionality that affects routing includes:

- Miltiplexing: Either electrical or optical TDM may be used to
conbi ne the input channels into a single wavelength. This is done
to increase effective capacity: A typical DWM night be able to
handl e 100 2.5 Go/sec signhals (250 Gb/sec total) or 50 10 Gb/sec
(500 Gb/sec total); conmbining the 2.5 Gb/sec signals together thus
ef fectively doubles capacity. After nmultiplexing the conbi ned
signal nust be routed as a group to the distant adaptation
functi on.
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- Adaptation Gouping: In this technique, groups of k (e.g., 4)
wavel engths are managed as a group within the system and nust be
added/ dropped as a group. We will call such a group an
"adapt ati on groupi ng". Exanples include so called "wave group"
and "waveband" [PassnoreQ0l]. G oupings on the sanme system nay
differ in basics such as wavel ength spaci ng, which constrain the
type of channels that can be accommopdat ed.

- Laser Tunability: The | asers producing the LR wavel engths nmay have
a fixed frequency, may be tunable over a limted range, or nmay be
tunabl e over the entire range of wavel engths supported by the
DWDM  Tunability speeds may al so vary.

Connectivity between adaptation functions nay also be limted:

- As pointed out above, TDM nulti pl exi ng and/ or adaptation groupi ng
by the adaptation function forces groups of input channels to be
delivered together to the sane distant adaptation functi on.

- Only adaptation functions whose | asers/receivers are tunable to
compati bl e frequenci es can be connect ed.

- The switching capability of the QADMs nmay al so be constrai ned.
For exanmpl e:
o There may be sonme wavel engths that can not be dropped at all.

0o There may be a fixed relationship between the frequency dropped
and the physical port on the OADMto which it is dropped.

o OADM physi cal design may put an upper bound on the nunber of
adapt ati on groupi ngs dropped at any single QADM

For a fixed configuration of the OADMs and adaptation functions
connectivity will be fixed: Each input port will essentially be
hard-wired to sone specific distant port. However this connectivity
can be changed by changi ng the configurations of the OQADMs and
adaptation functions. For exanple, an additional adaptation grouping
m ght be dropped at an OADM or a tunable |aser retuned. In each case
the port-to-port connectivity is changed.

These capabilities can be expected to be under software control.
Today the control would rest in the vendor-supplied El ement
Managenent system (EMS), which in turn would be controlled by the
operator’s OSes. However in principle the EMS could participate in
the GVPLS routing process.
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3.2. Inplications for Routing

An OTS of the sort discussed in Sec. 3.1 is essentially a

geographi cally distributed but blocking cross-connect system The
specific port connectivity is dependent on the vendor design and al so
on exactly what |ine cards have been depl oyed.

One way for GWLS to deal with this architecture would be to view the
port connectivity as externally determined. 1In this case the links
known to GWPLS woul d be groups of identically routed wavebands. |If
these were reconfigured by the external EMS the resulting
connectivity changes woul d need to be detected and advertised within
GWLS. If the topology showmn in Fig. 3-1 becane a tree or a mesh

i nstead of the |linear topol ogy shown, the connectivity changes coul d
result in Shared Ri sk Link Goup (SRLG - see Section 6.2) changes.

Al ternatively, GWLS could attenpt to directly control this port
connectivity. The state information needed to do this is likely to
be vol um nous and vendor specific.

4. \Wavel ength Routed All-Optical Networks

The optical networks deployed until recently nay be called "opaque"
([ Tkach98]): each link is optically isolated by transponders doing

O E/ O conversions. They provide regeneration with retimng and
reshapi ng, also called 3R, which elimnates transparency to bit rates
and franme format. These transponders are quite expensive and their

| ack of transparency al so constrains the rapid introduction of new
services. Thus there are strong notivators to introduce "domai ns of
transparency” - all-optical subnetworks - larger than an OIS

The routing of l|ightpaths through an all-optical network has received
extensive attention. (See [Yates99] or [Ramaswani 98]). Wen

di scussing routing in an all-optical network it is usually assuned
that all routes have adequate signal quality. This nay be ensured by
limting all-optical networks to subnetworks of |imted geographic
size that are optically isolated fromother parts of the optica

| ayer by transponders. This approach is very practical and has been
applied to date, e.g., when deternining the nmaxi nrum | ength of an
Optical Transport System (OTS). Furthernore operationa
considerations like fault isolation also nmake limting the size of
domai ns of transparency attractive.

There are however reasons to consi der contai ned domai ns of
transparency in which not all routes have adequate signal quality.
From a demand perspective, maxi mumbit rates have rapidly increased
fromDS3 to OC-192 and soon OC-768 (40 Gb/sec). As bit rates
increase it is necessary to increase power. This makes inpairnments
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4.

1.

and nonlinearities nore troublesone. Froma supply perspective,
optical technology is advancing very rapidly, making ever-|arger
domai ns possible. In this section, we assune that these
considerations will lead to the deploynment of a domain of
transparency that is too large to ensure that all potential routes
have adequate signal quality for all circuits. Qur goal is to
understand the inpacts of the various types of inpairnments in this
envi ronment .

Note that, as we describe later in the section, there are many types
of physical inpairnments. Wich of these needs to be dealt with
explicitly when performng on-line distributed routing will vary
considerably and will depend on many vari abl es, i ncl uding:

- Equi pment vendor design choi ces,

-  Fiber characteristics,

- Service characteristics (e.g., circuit speeds),

- Network size,

- Network operator engineering and depl oynent strategies.

For example, a netropolitan network that does not intend to support
bit rates above 2.5 CGb/sec nay not be constrai ned by any of these

i mpai rments, while a continental or international network that w shed
to mininze O E Oregeneration investnent and support 40 Gb/sec
connections night have to explicitly consider nmany of them Also, a
networ k operator may reduce or even elimnate their constraint set by
building a relatively small domain of transparency to ensure that al
the paths are feasible, or by using sonme proprietary tools based on
rules fromthe OIS vendor to pre-qualify paths between node pairs and
put themin a table that can be accessed each tine a routing decision
has to be nade through that domain.

Pr obl em For nul ati on

We consider a single domain of transparency w thout wavel ength
translation. Additionally, due to the proprietary nature of DADM
transni ssion technol ogy, we assune that the domain is either single
vendor or architected using a single coherent design, particularly
with regard to the managenent of inpairnents.

W wish to route a unidirectional circuit fromingress client node X
to egress client node Y. At both X and Y, the circuit goes through
an O E/ O conversion that optically isolates the portion within our
domain. W assune that we know the bit rate of the circuit. Also,
we assume that the adaptation function at X may apply some Forward
Error Correction (FEC) nethod to the circuit. W also assume we know
the launch power of the |aser at X
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| mpai rments can be classified into two categories, |inear and
nonlinear. (See [Tkach98] or [Kam now02] for nore on inpairnent
constraints.) Linear effects are independent of signal power and
af fect wavel engths individually. Anplifier spontaneous emni ssion
(ASE), polarization nmode dispersion (PVMD), and chromatic di spersion
are exanples. Nonlinearities are significantly nore conplex: they
generate not only inpairnents on each channel, but also crosstalk
bet ween channel s.

In the renai nder of this section we first outline howtwo key |inear
i npai rments (PVMD and ASE) might be handl ed by a set of analytical
formul ae as additional constraints on routing. W next discuss how
the remai ning constraints night be approached. Finally we take a

br oader perspective and discuss the inplications of such constraints
on control plane architecture and al so on broader constrained domain
of transparency architecture issues.

4.2. Polarization Mde D spersion (PMD)

For a transparent fiber segment, the general PMD requirement is that
the tinme-average differential group delay (DGD) between two
orthogonal state of polarizations should be | ess than sone fraction a
of the bit duration, T=1/B, where Bis the bit rate. The value of
the paraneter a depends on three mgjor factors: 1) margin allocated
to PMD, e.g., 1dB; 2) targeted outage probability, e.g., 4x10-5, and
3) sensitivity of the receiver to DGD. A typical value for ais 10%
[ITU. Mre aggressive designs to conpensate for PVMD may al | ow

val ues higher than 10% (This would be a system paraneter dependent
on the systemdesign. It would need to be known to the routing
process.)

The PNMD paraneter (Dpnd) is neasured in pico-seconds (ps) per
sqrt(km. The square of the PMD in a fiber span, denoted as span-
PMD-square is then given by the product of Dpnmd**2 and the span
length. (A fiber span in a transparent network refers to a segnent
between two optical anplifiers.) |If Dpnd is constant, this results
in a upper bound on the maxi mum |l ength of an Mfiber-span transparent
segnent, which is inversely proportional to the square of the product
of bit rate and Dpnd (the detailed equation is onitted due to the
format constraint - see [StrandOl] for details).

For older fibers with a typical PMD paraneter of 0.5 picoseconds per
square root of km based on the constraint, the maxi mumlength of the
transparent segnent shoul d not exceed 400km and 25km for bit rates of
10Gh/s and 40Gb/s, respectively. Due to recent advances in fiber
technol ogy, the PMD-linited distance has increased dramatically. For
newer fibers with a PVMD paranmeter of 0.1 picosecond per square root
of km the maxi mumlength of the transparent segnent (without PMD
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conpensation) is limted to 10000km and 625km for bit rates of 10Gb/s
and 40&/, respectively. Still lower values of PMD are attainable in
comercially available fiber today, and the PMD linit can be further
extended if a larger value of the parameter a (ratio of DGD to the

bit period) can be tolerated. In general, the PMD requirenment is not
an issue for nost types of fibers at 10Gbh/s or lower bit rate. But
it will becone an issue at bit rates of 40Gh/s and hi gher.

If the PMD paraneter varies between spans, a slightly nore
conplicated equation results (see [StrandOl1l]), but in any event the
only I'ink dependent information needed by the routing algorithmis
the square of the link PVD, denoted as |ink-PMD-square. It is the
sum of the span- PMD-square of all spans on the link

Not e that when one has sone viabl e PVMD conpensati on devi ces and
depl oy them ubiquitously on all routes with potential PMD issues in
the network, then the PMD constraint disappears fromthe routing
per specti ve.

4.3. Anplifier Spontaneous Em ssion

ASE degrades the optical signal to noise ratio (OSNR). An acceptable
optical SNR I evel (SNRmi n), which depends on the bit rate,
transnitter-receiver technology (e.g., FEC), and nmargins allocated
for the inpairnments, needs to be mmintained at the receiver. 1In
order to satisfy this requirenment, vendors often provide sone genera
engineering rule in ternms of maxi mum |l ength of the transparent
segnent and nunber of spans. For exanple, current transm ssion
systens are often limted to up to 6 spans each 80km | ong. For

| arger transparent domains, nore detailed OSNR conputations will be
needed to determ ne whether the OSNR | evel through a domain of
transparency is acceptable. This would provide flexibility in

provi sioning or restoring a lightpath through a transparent
subnet wor k.

Assume that the average optical power |launched at the transmitter is
P. The lightpath fromthe transmtter to the receiver goes through M
optical anplifiers, with each introduci ng some noi se power. Unity
gain can be used at all anmplifier sites to maintain constant signa
power at the input of each span to m nim ze noise power and
nonlinearity. A constraint on the maxi mum nunber of spans can be
obt ai ned [ Kani nowd7] which is proportional to P and inversely
proportional to SNRmin, optical bandwidth B, anplifier gain G1 and
spont aneous em ssion factor n of the optical anplifier, assum ng al
spans have identical gain and noise figure. (Again, the detailed
equation is omtted due to the format constraint - see [StrandOl] for
details.) Let’'s take a typical exanple. Assuni ng P=4dBm

SNRm n=20dB wi th FEC, B=12.5GHz, n=2.5, G=25dB, based on the
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constraint, the nmaxi num nunber of spans is at nost 10. However, if
FEC i s not used and the requirenment on SNRm n beconmes 25dB, the
maxi nrum nunber of spans drops down to 3.

For ASE the only |ink-dependent information needed by the routing
algorithmis the noise of the link, denoted as |ink-noise, whichis
the sum of the noise of all spans on the |ink. Hence the constraint
on ASE becones that the aggregate noise of the transparent segnent
which is the sumof the link-noise of all |inks can not exceed

P/ SNRmi n.

4.4. Approximating the Effects of Some Ot her |npairment Constraints

There are a nunber of other inpairment constraints that we believe
coul d be approximted with a domain-wide margin on the OSNR, plus in
sone cases a constraint on the total nunber of networking el ements
(OXC or OADM al ong the path. Mbst inpairnents generated at OXCs or
OADMs, including polarization dependent |oss, coherent crosstal k, and
effective passband wi dth, could be dealt with using this approach

In principle, inpairnments generated at the nodes can be bounded by
system engi neering rul es because the node el enents can be desi gned
and specified in a uniformmanner. This approach is not feasible
with PMD and noi se because neither can be uniformy specifi ed.

| nst ead, they depend on node spacing and the characteristics of the
installed fiber plant, neither of which are likely to be under the
system desi gner’ s control

Exanpl es of the constraints we propose to approxinate with a domai n-
wide margin are given in the renaining paragraphs in this section

It should be kept in mind that as optical transport technol ogy

evol ves it may beconme necessary to include sonme of these inpairnents
explicitly in the routing process. Qher inpairnents not nentioned
here at all nmay al so becone sufficiently inportant to require

i ncorporation either explicitly or via a domai n-w de margin.

Q her Pol arization Dependent | npairnents
O her pol ari zati on-dependent effects besides PMD influence system
performance. For exanple, many conponents have pol arizati on-
dependent [ oss (PDL) [Ramaswani 98], which accunulates in a system
wi th many conponents on the transmi ssion path. The state of
pol ari zation fluctuates with tinme and its distribution is very
important also. It is generally required that the total PDL on
the path be maintained within sone acceptable limt, potentially
by using some conpensation technology for relatively |ong
transm ssion systens, plus a snall built-in margin in GSNR  Since
the total PDL increases with the nunber of conponents in the data
path, it must be taken into account by the system vendor when
determ ning the maxi mum al | owabl e nunber of spans.
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Chromati c Di spersion
In general this inpairment can be adequately (but not optimally)
conmpensated for on a per-link basis, and/or at systeminitial
setup time. Today nost depl oyed conpensation devices are based on
Di spersi on Conpensation Fiber (DCF). DCF provides per fiber
conmpensation by neans of a spool of fiber with a CD coefficient
opposite to the fiber. Due to the inperfect matching between the
CD sl ope of the fiber and the DCF some | anbdas can be over
conmpensat ed whil e others can be under conpensated. Moreover DCF
nodul es may only be available in fixed | engths of conpensating
fiber; this means that sonetinmes it is inpossible to find a DCF
nodul e that exactly conpensates the CD introduced by the fiber.
These effects introduce what is known as residual CD. Residual CD
varies with the frequency of the wavel ength. Know ng the
characteristics of both of the fiber and the DCF nodul es al ong the
path, this can be calculated with a sufficient degree of
preci sion. However this is a very challenging task. In fact the
per -wavel engt h resi dual di spersion needs to be conbined with other
information in the system (e.g., types fibers to figure out the
amount of nonlinearities) to obtain the net effect of CD either by
simul ation or by sonme anal ytical approximtion. |t appears that
the routing/control plane should not be burdened by such a |arge
set of information while it can be handl ed at the system design
level. Therefore it will be assumed until proven otherw se that
resi dual dispersion should not be reported. For high bit rates,
dynami ¢ di spersion conpensation rmay be required at the receiver to
cl ean up any residual dispersion

Crosstal k
Optical crosstalk refers to the effect of other signals on the
desired signal. It includes both coherent (i.e., intrachannel)
crosstal k and incoherent (i.e., interchannel) crosstalk. Miin

contributors of crosstalk are the OADM and OXC sites that use a
DWDM mul ti pl exer/demnul ti pl exer (MJX/ DEMJX) pair. For a relatively
sparse network where the nunber of OADM OXC nodes on a path is

Il ow, crosstalk can be treated with a low margin in OSNR wi t hout
bei ng a binding constraint. But for sone relatively dense

net wor ks where crosstal k m ght becone a bi nding constraint, one
needs to propagate the per-link crosstalk information to nmake sure
that the end-to-end path crosstal k which is the sumof the
crosstal ks on all the corresponding links to be within sone linmt,
e.g., -25dB threshold with 1dB penalty ([ Gol dstein94]). Another
way to treat it wi thout having to propagate per-1link crosstalk
information is to have the system eval uate what the maxi mum nunber
of OADM OXC nodes that has a MJX/ DEMJX pair for the worst route in
the transparent domain for a low built-in margin. The latter one
should work well where all the OXC/ CADM nodes have simlar |eve

of crosstalKk.
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Ef f ecti ve Passband
As nmore and nore DWDM conponents are cascaded, the effective
passband narrows. The nunber of filters along the link, their
passband wi dth and their shape will determine the end-to-end
ef fective passband. 1In general, this is a system design issue,
i.e., the systemis designed with certain maximumbit rate using
t he proper nodul ation format and filter spacing. For |inear
systens, the filter effect can be turned into a constraint on the
maxi mum nunber of narrow filters with the condition that filters
in the systens are at |least as wide as the one in the receiver.
Because traffic at lower bit rates can tolerate a narrower
passband, the maximum al | owabl e nunber of narrow filters wll
increase as the bit rate decreases.

Nonl i near | npairnments
It seens unlikely that these can be dealt with explicitly in a
routing al gorithm because they lead to constraints that can couple
routes together and |l ead to conpl ex dependencies, e.g., on the
order in which specific fiber types are traversed [ Kanm nowd7].
Note that different fiber types (standard single node fiber,
di spersion shifted fiber, dispersion conpensated fiber, etc.) have
very different effects fromnonlinear inpairnments. A ful
treatment of the nonlinear constraints would likely require very
detai |l ed knowl edge of the physical infrastructure, including
neasur ed di spersion values for each span, fiber core area and
composition, as well as know edge of subsystem details such as
di spersi on conpensation technology. This information would need
to be conbined with know edge of the current |oading of optica
signals on the links of interest to determ ne the |evel of
nonlinear inpairnment. Alternatively, one could assune that
nonl i near inpairnments are bounded and result in X dB margin in the
requi red OSNR |l evel for a given bit rate, where X for performance
reasons would be limted to 1 or 2 dB, consequently setting a
linmt on the maxi num nunber of spans. For the approach descri bed
here to be useful, it is desirable for this span length Iimt to
be longer than that inposed by the constraints which can be
treated explicitly. When designing a DADM transport system there
are tradeoffs between signal power |aunched at the transmtter,
span | ength, and nonlinear effects on BER that need to be
considered jointly. Here, we assume that an X dB nmargin is
obtai ned after the transport system has been designed with a fixed
signal power and maxi mum span |length for a given bit rate. Note
that OISs can be designed in very different ways, in linear
pseudo-linear, or nonlinear environnents. The X-dB nmargin
approach may be valid for some but not for others. However, it is
likely that there is an advantage in designing systens that are
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| ess aggressive with respect to nonlinearities, and therefore
somewhat sub-optimal, in exchange for inproved scalability,
sinmplicity and flexibility in routing and control plane design.

4.5. Oher Inpairnment Considerations

There are many ot her types of inpairments that can degrade
performance. In this section, we briefly nention one other type of

i npai rnment, which we propose be dealt with by either the system
designer or by the transm ssion engineers at the tine the systemis
installed. |If dealt with successfully in this manner they shoul d not
need to be considered in the dynam c routing process.

Gain Nonuniformty and Gain Transients For sinple noise estimates to
be of use, the anplifiers nmust be gain-flattened and nust have
automatic gain control (AGC). Furthernore, each link should have
dynami c gain equalization (DGE) to optim ze power |evels each tine
wavel engt hs are added or dropped. Variable optical attenuators on

t he output ports of an OXC or OADM can be used for this purpose, and
in-line devices are starting to becone comercially avail abl e.

Optical channel nonitors are also required to provide feedback to the
DCGEs. AGC nmust be done rapidly if signal degradation after a
protection switch or Iink failure is to be avoi ded.

Note that the inpairments considered here are treated nore or |ess

i ndependently. By considering themjointly and varying the tradeoffs
between the effects fromdifferent conponents may all ow nore routes
to be feasible. |If that is desirable or the systemis designed such
that certain inmpairnments (e.g., nonlinearities) need to be considered
by a centralized process, then distributed routing is not the one to
use.

4.6. An Alternative Approach - Using Maxi num Di stance as the Only
Constrai nt

Today, carriers often use maxi num di stance to engi neer point-to-point
OTS systens given a fixed per-span | ength based on the OSNR
constraint for a given bit rate. They nay desire to keep the sane
engi neering rule when they nove to all-optical networks. Here, we

di scuss the assunptions that need to be satisfied to keep this
approach viable and how to treat the network el enents between two

adj acent 1i nks.

In order to use the maxi num di stance for a given bit rate to neet an

OSNR constraint as the only binding constraint, the operators need to
satisfy the follow ng constraints in their all-optical networks:
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- Al the other non-0SNR constraints described in the previous
subsections are not binding factors as |long as the maxi mum
di stance constraint is net.

- Specifically for PMD, this nmeans that the whole all-optica
network is built on top of sufficiently | ow PMD fiber such that
the upper bound on the nmean aggregate path DGD is al ways satisfied
for any path that does not exceed the maxi mum di stance, or PMD
conpensati on devices nmight be used for routes w th high-PNMVD
fibers.

- In ternms of the ASE/ OSNR constraint, in order to convert the ASE
constraint into a distance constraint directly, the network needs
to have a fixed fiber distance D for each span (so that ASE can be
directly mapped by the gain of the anplifier which equals to the
| oss of the previous fiber span), e.g., 80km spacing which is
commonly chosen by carriers. However, when spans have variabl e
| engt hs, certain adjustnent and conproni se need to be made in
order to avoid treating ASE explicitly as in section 4.3. These
include: 1) Unless a certain nechanismis built in the OIS to take
advant age of shorter spans, spans shorter than a typical span
length D need to be treated as a span of length D instead of with
its real length. 2) Spans that are |onger than D woul d have a
hi gher average span loss. |In general, the maxi num system reach
decreases when the average span | oss increases. Thus, in order to
accommodat e | onger spans in the network, the maxi mum di stance
upper bound has to be set with respect to the average span | oss of
the worst path in the network. This sub-optinality may be
acceptable for sone networks if the variance is not too |arge, but
may be too conservative for others.

If these assunptions are satisfied, the second issue we need to
address is howto treat a transparent network el enment (e.g., MEMS-
based switch) between two adjacent links in ternms of a distance
constraint since it also introduces an insertion loss. |If the
network el ement cannot sonehow conpensate for this OSNR degradati on
one approach is to convert each network el enent into an equival ent
Il ength of fiber based on its |oss/ASE contribution. Hence, in
general, introducing a set of transparent network el ements woul d
effectively result in reducing the overall actual transm ssion

di stance between the OEO edges.

Wth this approach, the |link-specific state information is |ink-

di stance, the length of a link. It equals the distance sum of all
fiber spans on the Iink and the equivalent length of fiber for the
network elenment(s) on the link. The constraint is that the sum of

Strand & Chiu | nf or mat i onal [ Page 14]



RFC 4054 Optical Layer Routing May 2005

al |

the link-distance over all links of a path should be |l ess than

t he maxi mum pat h-di st ance, the upper bound of all paths.

4.7.

O her Consi derations

Routing in an all-optical network w thout wavel ength conversion
rai ses several additional issues:

4. 8.

Since the route selected nust have the chosen wavel ength avail abl e
on all links, this information needs to be considered in the
routi ng process. One approach is to propagate information

t hroughout the network about the state of every wavel ength on
every link in the network. However, the state required and the
over head involved in processing and maintaining this information
is proportional to the total nunmber of links (thus, nunber of
nodes squared), maxi mum nunber of wavel engths (which keeps
doubling every couple of years), and the frequency of wavel ength
avai l ability changes, which can be very high. Instead

[ Hj al mysson00], proposes an alternative method which probes al ong
a chosen path to determ ne which wavel engths (if any) are
available. This would require a significant addition to the
routing logic normally used in OSPF. O hers have proposed

si mul t aneously probing along multiple paths.

Choosing a path first and then a wavel ength along the path is
known to give adequate results in sinple topol ogies such as rings
and trees ([Yates99]). This does not appear to be true in |large
mesh networks under realistic provisioning scenarios, however.
Instead significantly better results are achieved if wavel ength
and route are chosen sinultaneously ([StrandO0lb]). This approach
woul d however al so have a significant effect on OSPF.

I mplications For Routing and Control Plane Design

If distributed routing is desired, additional state information wll
be required by the routing to deal with the inpairnents described in
Sections 4.2 - 4.4:

As nmentioned earlier, an operator who wants to avoid having to
provide inpairnent-related paraneters to the control plane nay
elect not to deal with themat the routing level, instead treating
them at the system design and planning level if that is a viable
approach for their network. In this approach the operator can
pre-qualify all or a set of feasible end-to-end optical paths
through the domai n of transparency for each bit rate. This
approach may work well with relatively snmall and sparse networks,
but it may not be scalable for |arge and dense networks where the
nunber of feasible paths can be very | arge.
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- If the optical paths are not pre-qualified, additional |ink-
specific state information will be required by the routing
algorithmfor each type of inpairnment that has the potential of
being Iimting for some routes. Note that for one operator, PMD
nm ght be the only linmiting constraint while for another, ASE m ght
be the only one, or it could be both plus sone other constraints
considered in this docunent. Some networks night not be linited
by any of these constraints.

- For an operator needing to deal explicitly with these constraints,
the |ink-dependent information identified above for PMD is |ink-
PMD- square which is the square of the total PVMD on a link. For
ASE the |ink-dependent information identified is |ink-noise which
is the total noise on a link. Oher |ink-dependent information
i ncludes |ink-span-length which is the total nunmber of spans on a
l'ink, I'ink-crosstalk or OADM OXC-nunmber which is the tota
crosstal k or the nunber of OADM OXC nodes on a link, respectively,
and filter-nunber which is the nunber of narrow filters on a |ink
When the alternative distance-only approach is chosen, the link-
specific information is |ink-distance.

- In addition to the link-specific information, bounds on each of
the inmpairments need to be quantified. Since these bounds are
determ ned by the system designer’s inpairnent allocations, these
will be system dependent. For PMD, the constraint is that the sum
of the link-PMDsquare of all links on the transparent segnment is
| ess than the square of (a/B) where Bis the bit rate. Hence, the
required information is the paraneter "a". For ASE, the
constraint is that the sumof the link-noise of all Iinks is no
| arger than P/SNRmi n. Thus, the information needed include the
| aunch power P and OSNR requirenment SNRmin. The nininum
acceptable OSNR, in turn, depends on the strength of the FEC being
used and the margins reserved for other types of inpairnents.

O her bounds include the maxi mum span | ength of the transm ssion
system the maxi nrum path crosstal k or the maxi mum nunber of

OADM OXC nodes, and the maxi mum nunber of narrow filters, all are
bit rate dependent. Wth the alternative distance-only approach,
the upper bound is the maxi mum pat h-di stance. In single-vendor

"i sl ands" sone of these parameters may be available in a |ocal or
EMS dat abase and woul d not need to be advertised

- It is likely that the physical |ayer paranmeters do not change
value rapidly and could be stored in sone database; however these
are physical layer paraneters that today are frequently not known

at the granularity required. |If the ingress node of a lightpath
does path selection these paranmeters would need to be avail abl e at
thi s node.
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5.

- The specific constraints required in a given situation will depend
on the design and engi neering of the domain of transparency; for
example it will be essential to know whether chromatic di spersion
has been dealt with on a per-link basis, and whether the domain is
operating in a linear or nonlinear regine.

- As optical transport technol ogy evol ves, the set of constraints
that will need to be considered either explicitly or via a
domai n-wi de nargi n may change. The routing and control plane
desi gn shoul d therefore be as open as possible, allow ng
paranmeters to be included as necessary.

- In the absence of wavel ength conversion, the necessity of finding
a single wavelength that is available on all |inks introduces the
need to either advertise detailed information on wavel ength
availability, which probably doesn't scale, or have sone nechani sm
for probing potential routes with or w thout crankback to
det erm ne wavel ength availability. Choosing the route first, and
then the wavel ength, may not yield acceptable utilization |Ievels
in mesh-type networks.

More Conpl ex Networ ks

M xi ng optical equipnment in a single domain of transparency that has
not been explicitly designed to interwork is beyond the scope of this
docunment. This includes nost nulti-vendor all-optical networks.

An optical network conposed of multiple domai ns of transparency
optically isolated fromeach other by O E/ O devices (transponders) is
nmore plausible. A network conposed of both "opaque" (optically

i solated) OLXCs and one or nore all-optical "islands" isolated by
transponders is of particular interest because this is nost |ikely
how al | -optical technol ogies (such as that described in Sec. 2) are
going to be introduced. (We use the term"island” in this discussion
rather than a termlike "donain" or "area" because these terns are
associ ated with specific approaches |ike BGP or OSPF.)

We consider the conplexities raised by these alternatives now.
The first requirenment for routing in a nulti-island network is that
the routing process needs to know the extent of each island. There

are several reasons for this:

- Wen entering or leaving an all-optical island, the regeneration
process cleans up the optical inpairnents discussed in Sec. 3.

- Each all-optical island may have its own bounds on each
i mpai r nent .
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- The routing process needs to be sensitive to the costs associ ated
with "island-hopping".

This last point needs elaboration. It is extrenely inportant to
realize that, at least in the short to internediate term the
resources conmitted by a single routing decision can be very
significant: The equi pnent tied up by a single coast-to-coast OC- 192
can easily have a first cost of $10**6, and the holding tinmes on a
circuit once established is likely to be neasured in nonths.
Carriers will expect the routing algorithnms used to be sensitive to
these costs. Sinplistic nmeasures of cost such as the nunber of
"hops" are not likely to be acceptable.

Taki ng the case of an all-optical island consisting of an "ultra
| ong- haul " systemlike that in Fig. 3-1 enbedded in an OEO network of
el ectrical fabric OLXCs as an exanple: It is likely that the ULH

systemwi |l be relatively expensive for short hops but relatively
econom cal for longer distances. It is therefore likely to be
depl oyed as a sort of "express backbone". In this scenario a carrier

is likely to expect the routing algorithmto balance CEO costs

agai nst the additional costs associated with ULH technol ogy and route
circuitously to make maxi num use of the backbone where appropriate.
Note that the metrics used to do this nust be consistent throughout
the routing domain if this expectation is to be net.

The first-order inplications for GWLS seemto be:
- Information about island boundaries needs to be adverti sed.

- The routing algorithmneeds to be sensitive to island transitions
and to the connectivity limtations and inpairnment constraints
particular to each island.

- The cost function used in routing nust allow the bal anci ng of
transponder costs, OXC and OADM costs, and |line haul costs across
the entire routing domain.

Several distributed approaches to nmulti-island routing seemworth
i nvestigating:

- Advertise the internal topology and constraints of each island
globally; let the ingress node conpute an end-to-end strict
explicit route sensitive to all constraints and wavel ength
availabilities. |In this approach the routing al gorithmused by
the ingress node nust be able to deal with the details of routing
wi thin each island.
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6.

6.

1.

- Have the EMS or control plane of each island deternine and
advertise the connectivity between its boundary nodes together
with additional information such as costs and the bit rates and
formats supported. As the spare capacity situation changes,
updat es woul d be advertised. |In this approach inpairnment
constraints are handl ed within each island and inpairnent-rel ated
paraneters need not be advertised outside of the island. The
i ngress node would then do a | oose explicit route and | eave the
routing and wavel ength selection within each island to the island.

-  Have the ingress node send out probes or queries to nearby gateway
nodes or to an NMS to get routing guidance.

Di versity
Background on Diversity

"Diversity" is a relationship between lightpaths. Two |ightpaths are
said to be diverse if they have no single point of failure. In
traditional tel ephony the dom nant transport failure node is a
failure in the interoffice plant, such as a fiber cut inflicted by a
backhoe.

Wiy is diversity a unique problemthat needs to be considered for
optical networks? Traditionally, data network operators have relied
on their private line providers to ensure diversity and so have not
had to deal directly with the problem GWLS nakes the conplexities
handl ed by the private |ine provisioning process, including
diversity, part of the common control plane and so visible to all.

To determ ne whether two lightpath routings are diverse it is
necessary to identify single points of failure in the interoffice
plant. To do so we will use the following terns: A fiber cable is a
uni form group of fibers contained in a sheath. An Optical Transport
Systemwi Il occupy fibers in a sequence of fiber cables. Each fiber
cable will be placed in a sequence of conduits - buried honeyconb
structures through which fiber cables may be pulled - or buried in a
right of way (ROW. A ROWis land in which the network operator has

the right to install his conduit or fiber cable. It is worth noting
that for econom c reasons, ROM are frequently obtained from
rail roads, pipeline conpanies, or thruways. It is frequently the

case that several carriers may | ease RONfromthe sane source; this
makes it common to have a nunber of carriers’ fiber cables in close
proximty to each other. Similarly, in a netropolitan network,
several carriers mght be | easing duct space in the sane RBOC

conduit. There are also "carrier’s carriers" - optical networks
whi ch provide fibers to nultiple carriers, all of whom could be
affected by a single failure in the "carrier’s carrier" network. In
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a typical intercity facility network there m ght be on the order of
100 offices that are candidates for OLXCs. To represent the inter-
office fiber network accurately a network with an order of magnitude
nore nodes is required. In addition to Optical Anplifier (QA) sites,
t hese additi onal nodes include:

- Places where fiber cables enter/leave a conduit or right of way;

- Locations where fiber cables cross; Locations where fiber splices
are used to interchange fibers between fiber cables.

An exanple of the first mght be:

A B
Ar-mmmmae - B \ /
\ /
X----- Y
/ \
O D / \
C D
(a) Fi ber Cabl e Topol ogy (b) Right-O-Wy/ Conduit Topol ogy

Figure 6-1: Fiber Cable vs. ROW Topol ogi es

Here the A-B fiber cable would be physically routed A-X-Y-B and the
C-D cable would be physically routed CX-Y-D. This topol ogy m ght
ari se because of sonme physical bottleneck: X-Y might be the Lincoln
Tunnel, for exanple, or the Bay Bridge.

Fi ber route crossing (the second case) is really a special case of
this, where X and Y coincide. 1In this case the crossing point may
not even be a manhole; the fiber routes night just be buried at

di fferent depths.

Fi ber splicing (the third case) often occurs when a major fiber route
passes near to a small office. To avoid the expense and additi onal
transm ssion loss only a small nunber of fibers are spliced out of
the major route into a snaller route going to the small office. This
m ght well occur in a manhole or hut. An exanple is shown in Fig.
6-2(a), where A-X-B is the major route, X the manhole, and C the
smal |l er office. The actual fiber topology would then | ook |ike Fig.
6-2(b), where there would typically be many nore A-B fibers than A-C
or C-B fibers, and where A-C and C-B m ght have different nunmbers of
fibers. (One of the latter mght even be missing.)
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C C

| / \

| / \

| / \
A------ X------ B Ar-mmmm e - - B
(a) Fiber Cabl e Topol ogy (b) Fi ber Topol ogy

Figure 6-2. Fiber Cable vs Fiber Topol ogi es

The inm nent depl oynment of ultra-long (>1000 km) Optical Transport
Systens introduces a further conplexity: Two OTlSes could interact a
nunber of tines. To nake up a hypothetical exanple: A New York -

Atl anta OTS and a Phil adel phia - Olando OIS m ght ride on the same
right of way for x mles in Maryland and then again for y mles in
Georgia. They might also cross at Ral eigh or sone other internediate
node wi thout sharing right of way.

Diversity is often equated to routing two |ightpaths between a single
pair of points, or different pairs of points so that no single route
failure will disrupt themboth. This is too sinplistic, for a nunber
of reasons:

- A sophisticated client of an optical network will want to derive
di versity needs from his/her end custoners’ availability
requi rements. These often lead to nore conplex diversity
requirements than sinply providing diversity between two
i ghtpaths. For exanple, a common requirenent is that no single

failure should isolate a node or nodes. |If a node A has single
l'ightpaths to nodes B and C, this requires A-B and A-C to be
diverse. 1In real applications, a large data network with N

l'i ght paths between its routers mght describe their needs in an
NxN matrix, where (i,j) defines whether lightpaths i and j nust be
di ver se.

- Two circuits that mght be considered diverse for one application
nm ght not be considered diverse for in another situation
Diversity is usually thought of as a reaction to interoffice route
failures. High reliability applications may require other types
of failures to be taken into account. Some exanpl es:

o Ofice Qutages: Although less frequent than route failures,
fires, power outages, and floods do occur. Many network
managers require that diverse routes have no (internediate)

nodes in common. |n other cases an internedi ate node m ght be
acceptable as long as there is power diversity within the
of fice.
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o Shared Rings: Many applications are willing to allow "diverse"
circuits to share a SONET ring-protected link; presunably they
woul d al l ow the sane for optical |ayer rings.

o Disasters: Earthquakes and fl oods can cause failures over an
extended area. Defense Departnment circuits nmight need to be
routed with nucl ear damage radii taken into account.

- Conversely, some networks nmay be willing to take sonewhat | arger
risks. Taking route failures as an exanple: Such a network mni ght
be willing to consider two fiber cables in heavy duty concrete
conduit as having a | ow enough chance of sinultaneous failure to
be considered "diverse". They might also be willing to view two
fi ber cables buried on opposite sides of a railroad track as being
di verse because there is mnimal danger of a single backhoe
di srupting them both even though a bad train weck m ght
j eopardi ze them both. A network seeking N nutually diverse paths

froman office with less than N diverse ROM will need to live
with sone | evel of conpromise in the inmmediate vicinity of the
of fice.

These consi derations strongly suggest that the routing al gorithm
shoul d be sensitive to the types of threat considered unacceptable by
the requester. Note that the inpairment constraints described in the
previous section nmay elimnate some of the long circuitous routes
someti mes needed to provide diversity. This would nmake it harder to
find many di verse paths through an all-optical network than an opaque
one.

[ H al mtysson00] introduced the term"Shared Ri sk Link Goup" (SRLG
to describe the relationship between two non-diverse links. The
above exanpl es and di scussion given at the start of this section
suggests that an SRLG shoul d be characterized by 2 paranmeters:

- Type of Conpromise: Exanples would be shared fiber cable, shared
conduit, shared ROW shared optical ring, shared office wthout
power sharing, etc.)

-  Extent of Conpromise: For conpromi sed outside plant, this would
be the length of the sharing.

A CSPF algorithmcould then penalize a diversity conprom se by an
anount dependent on these two paraneters.
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Two links could be related by nany SRLGs. (AT&T' s experience
indicates that a link may belong to over 100 SRLGs, each
corresponding to a separate fiber group.) Each SRLG might relate a
single link to many other links. For the optical layer, simlar
situations can be expected where a link is an ultra-1ong OIS

The mappi ng between links and different types of SRLGs is in general
defined by network operators based on the definition of each SRLG
type. Since SRLG information is not yet ready to be discoverabl e by
a network el ement and does not change dynamically, it need not be
advertised with other resource availability information by network
el enents. It could be configured in sone central database and be
distributed to or retrieved by the nodes, or advertised by network
el enents at the topol ogy di scovery stage.

6.2. Inplications For Routing

Dealing with diversity is an unavoi dable requirenment for routing in
the optical layer. 1t requires dealing with constraints in the
routi ng process, but nost inportantly requires additional state
information (e.g., the SRLG rel ationships). The routings of any
existing circuits fromwhich the new circuit nust be diverse nust

al so be available to the routing process.

At present SRLG i nformation cannot be self-discovered. |Indeed, in a
large network it is very difficult to maintain accurate SRLG

i nformation. The problem beconmes particul arly daunti ng whenever

mul tiple adm nistrative domains are involved, for instance after the
acqui sition of one network by another, because there normally is a
i kelihood that there are diversity violations between the donains.
It is very unlikely that diversity relationships between carriers
will be known any tinme in the near future.

Consi derabl e variation in what different custoners will mean by
acceptabl e diversity should be anticipated. Consequently we suggest
that an SRLG should be defined as follows: (i) It is a relationship
between two or nmore links, and (ii) it is characterized by two
paraneters, the type of conpronise (shared conduit, shared ROW
shared optical ring, etc.) and the extent of the conprom se (e.g.
the nunber of mles over which the conprom se persisted). This wll
allow the SRLGs appropriate to a particular routing request to be
easily identified.

7. Security Considerations
W are assuming OEO interfaces to the domai n(s) covered by our

di scussion (see, e.g., Sec. 4.1 above). |If this assunption were to
be rel axed and externally generated optical signals allowed into the

Strand & Chiu | nf or mat i onal [ Page 23]



RFC 4054 Optical Layer Routing May 2005

domai n, network security issues would arise. Specifically,

unaut hori zed usage in the formof signals at inproper wavel engths or
with power levels or inmpairnments inconsistent with those assuned by
the domain woul d be possible. Wth OEO interfaces, these types of

| ayer one threats should be controllable.

A key layer one security issue is resilience in the face of physical
attack. Diversity, as describe in Sec. 6, is a part of the solution.
However, it is ineffective if there is not sufficient spare capacity
avai l abl e to nmake the network whole after an attack. Several major
rel ated i ssues are:

- Defining the threat: If, for exanple, an el ectro-nagnetic
interference (EM) burst is an in-scope threat, then (in the
term nology of Sec. 6) all of the links sufficiently close
together to be disrupted by such a burst nust be included in a
single SRLG Simlarly for other threats: For each in-scope

threat, SRLGs nust be defined so that all links vulnerable to a
single incident of the threat nmust be grouped together in a single
SRLG

- Allocating responsibility for responding to a |layer one failure
bet ween the various layers (especially the optical and I P |ayers):
This nmust be clearly specified to avoid churning and unnecessary
service interruptions.

The whol e proposed process depends on the integrity of the inpairnent
characterization informati on (PVD paraneters, etc.) and also the SRLG
definitions. Security of this information, both when stored and when
distributed, is essential.

Thi s docunent does not address control plane issues, and so control -
pl ane security is out of scope. [|PO control plane security

consi derations are discussed in [Rajagopal anD4]. Security
considerations for GWLS, a likely control plane candidate, are

di scussed in [ Manni e04].
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Intell ectual Property
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this docunent or the extent to which any |icense under such rights

m ght or might not be available; nor does it represent that it has
made any independent effort to identify any such rights. |Information
on the procedures with respect to rights in RFC docunents can be
found in BCP 78 and BCP 79.

Copi es of IPR disclosures nmade to the | ETF Secretariat and any
assurances of licenses to be nmade available, or the result of an
attenpt nmade to obtain a general |icense or permission for the use of
such proprietary rights by inplenmenters or users of this
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http://ww.ietf.org/ipr.

The IETF invites any interested party to bring to its attention any
copyrights, patents or patent applications, or other proprietary
rights that nmay cover technol ogy that nay be required to inplenment
this standard. Please address the information to the IETF at ietf-
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