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Abstract

Thi s docunent describes the Border Gateway Milticast Protocol (BGW),
a protocol for inter-domain nulticast routing. BGW builds shared
trees for active nulticast groups, and optionally allows receiver
domai ns to build source-specific, inter-domain, distribution branches
where needed. BGWP natively supports "source-specific nulticast"
(SSM. To al so support "any-source nulticast" (ASM, BGW requires
that each nulticast group be associated with a single root (in BGW
it isreferred to as the root domain). It requires that different
ranges of the nulticast address space are associated (e.g., with

Uni cast - Prefi x-Based Multicast addressing) with different domains.
Each of these dommins then becones the root of the shared domai n-
trees for all groups inits range. Milticast participants wll
generally receive better multicast service if the session initiator’s
address allocator selects addresses fromits own domain's part of the
space, thereby causing the root domain to be local to at |east one of
t he session participants.
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1. Purpose

It has been suggested that inter-domain "any-source" nmulticast is
better supported with a rendezvous nechani sm wher eby nenbers receive
sources’ data packets wi thout any sort of global broadcast (e.g.
MSDP br oadcasts source information, PIMDM[PI MDM and DVMRP [ DVVRP]
broadcast initial data packets, and MOSPF [ MOSPF] broadcasts
menbership information). PIMSMI[PIMSM and CBT [CBT] use a shared
group-tree, to which all menbers join and thereby hear from al
sources (and to which non-nmenbers do not join and thereby hear from
no sources).

Thi s docunent describes BGW, a protocol for inter-domain nulticast
routing. BGW natively supports "source-specific nmulticast" (SSM

To al so support "any-source nulticast" (ASM, BGW builds shared
trees for active nmulticast groups, and allows domains to build
source-specific, inter-domain, distribution branches where needed.
Bui | di ng upon concepts from PI M SM and CBT, BGW requires that each
gl obal nulticast group be associated with a single root. However, in
BGW, the root is an entire exchange or domain, rather than a single
router.

For non-source-specific groups, BGVWP assunes that ranges of the
mul ti cast address space have been associated (e.g., wi th Unicast-
Prefix-Based Multicast [VAPREFI X, V6PREFI X] addressing) with sel ected
domai ns. Each such domain then becones the root of the shared

domai n-trees for all groups in its range. An address allocator wll
general |y achieve better distribution trees if it takes its nulticast
addresses fromits own domain's part of the space, thereby causing
the root domain to be | ocal

BGWP uses TCP as its transport protocol. This elimnates the need to
i npl enent nessage fragnmentation, retransm ssion, acknow edgenent, and
sequenci ng. BGWP uses TCP port 264 for establishing its connections.
This port is distinct fromBG” s port to provide protocol

i ndependence, and to facilitate distinguishing between protocol
packets (e.g., by packet classifiers, diagnostic utilities, etc.)

Two BGWP peers forma TCP connecti on between one anot her, and
exchange nessages to open and confirmthe connection paraneters.

They then send increnental Join/Prune Updates as group nenberships
change. BGWP does not require periodic refresh of individua

entries. KeepAlive nessages are sent periodically to ensure the
Iiveness of the connection. Notification nessages are sent in
response to errors or special conditions. |If a connection encounters
an error condition, a notification nessage is sent and the connection
is closed if the error is a fatal one.
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2. Term nol ogy
Thi s docunent uses the follow ng technical terns:

Dorai n:
A set of one or nore contiguous |inks and zero or nore routers
surrounded by one or nore nulticast border routers. Note that
this | oose definition of domain also applies to an external |ink
bet ween two domains, as well as an exchange.

Root Domai n:
When constructing a shared tree of domains for some group, one
domain will be the "root" of the tree. The root domain receives
data from each sender to the group, and functions as a rendezvous
domai n toward whi ch nmenber domains can send inter-domain joins,
and to which sender domains can send dat a.

Mul ticast RIB:
The Routing Information Base, or routing table, used to calcul ate
the "next-hop" towards a particular address for multicast traffic.

Multicast 1GP (MIGP):
A generic termfor any nulticast routing protocol used for tree
construction within a dormain. Typical exanples of MIGPs are:
PIMSM PIMDM DVMRP, MOSPF, and CBT.

EGP: A generic termfor the interdomain unicast routing protocol in
use.
Typically, this will be sone version of BGP which can support a
Mul ticast RIB, such as MBGP [ MBGP], containing both unicast and
mul ti cast address prefixes.

Conponent :
The portion of a border router associated with (and | ogically
inside) a particular domain that runs the nulticast I1GP (MIGP)
for that donmain, if any. Each border router thus has zero or nore

conmponents inside routing domains. |In addition, each border
router with external links that do not fall inside any routing
domain will have an inter-domain conponent that runs BGWP.

Ext ernal peer:
A border router in another rmnulticast AS (autononbus system as
used in BGP), to which a BAGW TCP-connection is open. If BGP is
bei ng used as the EGP, a separate "eBG" TCP-connection will also
be open to the sane peer.
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I nternal peer:
Anot her border router of the same nulticast AS. If BGP is being
used as the EGP, the border router either speaks iBGP ("internal"
BGP) directly to internal peers in a full nmesh, or indirectly
through a route reflector [REFLECT].

Next - hop peer:
The next-hop peer towards a given |P address is the next EGP
router on the path to the given address, according to nmulticast
RIB routes in the EGP s routing table (e.g., in MBGP, routes whose
Subsequent Address Fanmily ldentifier field indicates that the
route is valid for nmulticast traffic).

target:
Ei ther an EGP peer, or an M| GP conponent.

Tree State Tabl e:
This is a table of (S-prefix,@ and (*,Gprefix) entries that have
been explicitly joined by a set of targets. Each entry has, in
addition to the source and group addresses and masks, a l|ist of
targets that have explicitly requested data (on behalf of directly
connected hosts or downstreamrouters). (S, G entries also have
an "SPT" bit.

The key words "MJST", "MJST NOT", "SHOULD', "SHOULD NOT", and " NAY"
in this docunent are to be interpreted as described in [ RFC2119].

3. Protocol Overvi ew

BGVWP nai ntai ns group-prefix state in response to nessages from BGW
peers and notifications fromMIGP conmponents. G oup-shared trees
are rooted at the domain advertising the group prefix covering those
groups. When a receiver joins a specific group address, the border
router towards the root domain generates a group-specific Join
nmessage, which is then forwarded Border- Rout er-by-Border - Rout er
towards the root domain (see Figure 1). BGW Join and Prune messages
are sent over TCP connections between BGW peers, and BGW protocol
state is refreshed by KEEPALIVE nessages periodically sent over TCP.

BGW routers build group-specific bidirectional forwarding state as
they process the BGW Join nessages. Bidirectional forwarding state
nmeans that packets received fromany target are forwarded to al

other targets in the target |ist w thout any RPF checks. No group-
specific state or traffic exists in parts of the network where there
are no nenbers of that group
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BGWP routers optionally build source-specific unidirectional
forwarding state, only where needed, to be conpatible with source-
specific trees (SPTs) used by some MIGPs (e.g., DVMRP, PIMDM or
PIMSM, or to construct trees for source-specific groups. A donain
that uses an SPT-based M I GP nmay need to inject multicast packets
fromexternal sources via different border routers (to be conpatible
with the M1 G RPF checks) which thus act as "surrogates". For
exanple, in the Transit_1 domain, data from Src_A arrives at BR12,
but nust be injected by BR11l. A surrogate router nay create a
source-specific BGW branch if no shared tree state exists. Note:
stub domains with a single border router, such as Rcvr_Stub_7 in
Figure 1, receive all multicast data packets through that router, to
which all RPF checks point. Therefore, stub domains never build
source-specific state.

Root _Domai n

[BROL]-------mm e mm e e oo \
I I
[ BR32] [ BR41]
Transit_3 Transit_4
[ BR31] [ BR42] [ BR43]
I I I
[ BR22] [ BR52] [ BR53]
Transit_2 Transit_5
[ BR21] [ BR51]
I I
[ BR12] [ BR61]
Transit_1[BR11]---------- [ BR62] St ub_6
[ BR13] (Src_A)
| (Rcvr _D)
I I
[ BR71] [ BR81]
Rcvr _Stub_7 Src_only_Stub_8
(Revr_Q (Src_B)

Figure 1: Exanple inter-domain topology. [BRxy] represents a BGW
border router. Transit_Xis a transit domain network. * Stub Xis a
stub domai n net wor k.

Dat a packets are forwarded based on a conbination of BGW and M I GP
rules. The router forwards to a set of targets according to a

mat ching (S,G BGW tree state entry if it exists. |f not found, the
router checks for a matching (*, G BGW tree state entry. |If neither
is found, then the packet is sent natively to the next-hop EGP peer
for G according to the Miulticast RIB (for exanple, in the case of a
non- menber sender such as Src_B in Figure 1). |If a matching entry
was found, the packet is forwarded to all other targets in the target
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list. In this way BGW trees forward data in a bidirectional manner
If atarget is an M1 GP conponent then forwarding is subject to the
rules of that M1 GP protocol

3.1. Design Rationale

Several other protocols, or protocol proposals, build shared trees
within domains [PIMSM CBT]. The design choices made for BGW result
fromour focus on Inter-Domain multicast in particular. The design
choi ces made by PIM SM and CBT are better suited to the w de-area

i ntra-donain case. There are three nmjor differences between BGW
and ot her shared-tree protocols:

(1) Unidirectional vs. Bidirectional trees

Bidirectional trees (using bidirectional forwarding state as

descri bed above) mininize third party dependence which is essential
in the inter-domain context. For exanple, in Figure 1, stub domains
7 and 8 would |like to exchange nulticast packets w thout being
dependent on the quality of connectivity of the root domain.

However, unidirectional shared trees (i.e., those using RPF checks)
have nore aggressive | oop prevention and share the sane processing
rul es as source-specific entries which are inherently unidirectional.

The lack of third party dependence concerns in the | NTRA domai n case
reduces the incentive to enploy bidirectional trees. BGW supports
bi directional trees because it has to, and because it can wi thout
excessi ve cost.

(2) Source-specific distribution trees/branches

In a departure fromother shared tree protocols, source-specific BGW
state is built ONLY where (a) it is needed to pull the multicast
traffic dowmn to a BAGW router that has source-specific (S, G state,
and (b) that router is NOT already on the shared tree (i.e., has no
(*, G state), and (c) that router does not want to receive packets
via encapsul ation froma router which is on the shared tree. BGW
provi des source-specific branches because nbst M I GP protocols in use
today build source-specific trees. BGW' s source-specific branches
el i m nate the unnecessary overhead of encapsul ations for high data
rate sources fromthe shared tree’s ingress router to the surrogate
injector (e.g., fromBR12 to BR11 in Figure 1). Mreover, cases in
whi ch shared paths are significantly |Ionger than SPT paths will also
benefit.

However, except for source-specific group distribution trees, we do

not build source-specific inter-domain trees in general because (a)
i nter-domain connectivity is generally less rich than intra-domain
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connectivity, so shared distribution trees should have nore
acceptable path Iength and traffic concentration properties in the
i nter-donain context, than in the intra-donain case, and (b) by
having the shared tree state al ways take precedence over source-
specific tree state, we avoid anbiguities that can otherw se ari se.

In summary, BGWP trees are, in a sense, a hybrid between PI M SM and
CBT trees.

(3) Method of choosing root of group shared tree

The choice of a group’s shared-tree-root has inplications for
performance and policy. |In the intra-domain case it is sonetines
assunmed that all potential shared-tree roots (RPs/Cores) within the
domain are equally suited to be the root for a group that is
initiated within that domain. In the |INTER-donmain case, there is far
nore opportunity for unacceptably poor locality, and administrative
control of a group’s shared-tree root. Therefore in the intra-donain
case, other protocols sonetines treat all candidate roots (RPs or
Cores) as equival ent and enphasi ze | oad sharing and stability to
maxi m ze performance. 1In the Inter-Domain case, all roots are not
equi val ent, and we adopt an approach whereby a group’s root domain is
not random but is subject to adm nistrative control

4. Protocol Details
In this section, we describe the detail ed protocol that border
routers perform W assune that each border router conforms to the
component - based nodel described in [I NTEROP], nodul o one correction
to section 3.2 ("BGwW" Dispatcher), as follows:

The iif owner of a (*, G entry is the conmponent owni ng the next-hop
interface towards the nomnal root of G in the nulticast R B.

4.1. Interaction with the EGP
The fundanental requirenents inposed by BGW are that:
(1) For a given source-specific group and source, BGW nust be able
to |l ook up the next-hop towards the source in the Milticast
RI B, and
(2) For a given non-source-specific group, BGW will map the group

address to a nom nal "root" address, and nmust be able to | ook
up the next-hop towards that address in the Miulticast RIB
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BGW determ nes the nomnal "root" address as follows. |If the
nmul ti cast address is a Unicast-Prefix-based Multicast address, then
the nominal root address is the enbedded unicast prefix, padded with
a suffix of 0 bits to forma full address.

For example, if the IPv6 group address is
ff2e:0100: 1234: 5678: 9abc: def 0:: 123, then the unicast prefix is
1234: 5678: 9abc: def 0/ 64, and the noninal root address woul d be
1234: 5678: 9abc: def0::. (This address is in fact the subnet router
anycast address [| Pv6AA].)

Support for any-source-nulticast using any address other than a
Uni cast - prefi x-based Multicast Address is outside the scope of this
docunent .

4.2. Milticast Data Packet Processing

For BGWP rules to be applied, an incom ng packet nust first be
"accepted":

o If the packet arrived on an interface owed by an MIGP, the MICGP
conmponent det ermi nes whet her the packet should be accepted or
dropped according to its rules. If the packet is accepted, the
packet is forwarded (or not forwarded) out any other interfaces
owned by the same conponent, as specified by the M1 GP.

o If the packet was received over a point-to-point interface owned
by BAGW, the packet is accepted.

o If the packet arrived on a nultiaccess network interface owned by
BGWP, the packet is accepted if it is receiving data on a source-
specific branch, if it is the designated forwarder for the |ongest
mat ching route for S, or for the longest matching route for the
nom nal root of G

I f the packet is accepted, then the router checks the tree state
table for a matching (S,G entry. |If one is found, but the packet
was not received fromthe next hop target towards S (if the entry’'s
SPT bit is True), or was not received fromthe next hop target
towards G (if the entry’s SPT bit is False) then the packet is
dropped and no further actions are taken. |If no (S,G entry was
found, the router then checks for a matching (*,G entry.

If neither is found, then the packet is forwarded towards the next-
hop peer for the nonminal root of G according to the Miulticast RIB
If a matching entry was found, the packet is forwarded to all other
targets in the target |ist.
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Forwarding to a target which is an M| GP conponent neans that the
packet is forwarded out any interfaces owned by that conponent
according to that conponent’s nulticast forwarding rules.

4.3. BGQW processing of Join and Prune messages and notifications
4.3.1. Receiving Joins

When t he BGWP conponent receives a (*, G or (S,G Join alert from
anot her conponent, or a BGW (S, G or (*, G Join nmessage from an
external peer, it searches the tree state table for a matching entry.
If an entry is found, and that peer is already listed in the target
list, then no further actions are taken.

Qherwise, if no (*,G or (S,G entry was found, one is created. In
the case of a (*, G, the target list is initialized to contain the
next - hop peer towards the nominal root of G if it is an external
peer. |If the peer is internal, the target list is initialized to
contain the M1 GP conponent owning the next-hop interface. |If there
i's no next-hop peer (because the nominal root of Gis inside the
domai n), then the target list is initialized to contain the next-hop
component. If an (S, G entry exists for the same G for which the
(*,Q Join is being processed, and the next-hop peers toward S and
the nominal root of G are different, the BGW router nust first send
a (S,G Prune nessage toward the source and clear the SPT bit on the
(S, G entry, before activating the (*, G entry.

When creating (S, G state, if the source is internal to the BGW
speaker’s donmmin, a "Poison-Reverse" bit (PR-bit) is set. This bit
i ndicates that the router may receive packets matching (S, G anyway
due to the BGW speaker being a nenber of a donain on the path
between S and the root domain. (Depending on the MIGP protocol, it
may in fact receive such packets anyway only if it is the best exit
for the nominal root of G)

The target fromwhich the Join was received is then added to the
target list. The router then |looks up S or the noninal root of Gin
the Multicast RIBto find the next-hop EGP peer. If the target Ilist,
not including the next-hop target towards Gfor a (*, G entry,
becones non-null as a result, the next-hop EGP peer nust be notified
as follows:

a) If the next-hop peer towards the nominal root of G (for a (*, Q
entry) is an external peer, a BGW (*, G Join nessage is unicast
to the external peer. |If the next-hop peer towards S (for an
(S, G entry) is an external peer, and the router does NOT have any
active (*, G state for that group address G a BAGW (S, G Join
nmessage i s unicast to the external peer. A BGW (S, G Join
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nessage i s never sent to an external peer by a router that also
contains active (*,G state for the same group. |If the next-hop
peer towards S (for an (S, Gentry) is an external peer and the
router DOES have active (*, G state for that group G the SPT bit
is always set to Fal se.

b) If the next-hop peer is an internal peer, a (*,Q or (S, G Join
alert is sent to the M1 GP conmponent owni ng the next-hop
i nterface.

c) If there is no next-hop peer, a (*,Q or (S, G Join alert is sent
to the M1 GP conponent owning the next-hop interface.

Finally, if an (S,G Join is received froman internal peer, the peer
shoul d be stored with the MIGP conponent target. |If (S, G state
exists with the PR-bit set, and the next-hop towards the noni nal root
for Gis through the M1 GP conmponent, an (S, G Poi son-Reverse nessage
is imediately sent to the internal peer.

If an (S,G Join is received froman external peer, and (S, G state
exists with the PR-bit set, and the |ocal BGW speaker is the best
exit for the nominal root of G and the next-hop towards the noni nal
root for Gis through the interface towards the external peer, an
(S, G Poison-Reverse nessage is imediately sent to the external
peer.

4.3.2. Receiving Prune Notifications

When t he BGWP conponent receives a (*, G or (S,G Prune alert from
anot her conponent, or a BGW (*, QG or (S,G Prune nessage from an
external peer, it searches the tree state table for a matching entry.
If no (S,G entry was found for an (S, G Prune, but (*, G state
exists, an (S,G entry is created, with the target list copied from
the (*, G entry. |If no matching entry exists, or if the conponent or
peer is not listed in the target list, no further actions are taken.

O herwi se, the conponent or peer is renoved fromthe target list. |If
the target |ist becones null as a result, the next-hop peer towards

the nominal root of G (for a (*, QG entry), or towards S (for an (S, QG
entry if and only if the BGW router does NOT have any correspondi ng
(*,Q entry), nust be notified as follows.

a) If the peer is an external peer, a BGW (*, G or (S, G Prune
nessage i s unicast to it.

b) If the next-hop peer is an internal peer, a (*,G or (S,G Prune

alert is sent to the M1 GP conmponent owni ng the next-hop
interface.
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c) If there is no next-hop peer, a (*,@ or (S, G Prune alert is sent
to the M1 GP conponent owning the next-hop interface.

4.3.3. Receiving Route Change Notifications

Wien a border router receives a route for a new prefix in the
multicast RIB, or a existing route for a prefix is withdrawn, a route
change notification for that prefix nust be sent to the BAW
conmponent. In addition, when the next hop peer (according to the
mul ti cast RIB) changes, a route change notification for that prefix
nmust be sent to the BGVWP conponent.

In addition, in IPv4 (only), an internal route for each class-D
prefix associated with the domain (if any) MJST be injected into the
multicast RIBin the EGP by the domain’s border routers.

Wien a route for a new group prefix is | earned, or an existing route
for a group prefix is withdrawn, or the next-hop peer for a group
prefix changes, a BGW router updates all affected (*, G target
lists. The router sends a (*, @ Join to the new next-hop target, and
a (*,QG Prune to the old next-hop target, as appropriate. 1In
addition, if any (S,G state exists with the PR bit set:

o |If the BGW speaker has just beconme the best exit for the noninal
root of G an (S, G Poison Reverse nessage with the PR bit set is
sent as noted bel ow.

o If the BGW speaker was the best exit for the nominal root of G
and is no longer, an (S, G Poison Reverse nessage with the PR-bit
clear is sent as noted bel ow

The (S, G Poi son-Reverse nessages are sent to all external peers on
t he next-hop interface towards the nom nal root of G fromwhich (S QG
Joi ns have been received.

When an existing route for a source prefix is withdrawn, or the
next-hop peer for a source prefix changes, a BGW router updates all
affected (S, G target lists. The router sends a (S,G Join to the
new next-hop target, and a (S, G Prune to the old next-hop target, as
appropri at e.

4.3.4. Receiving (S,G Poison-Reverse nessages

When a BGWP speaker receives an (S, G Poison-Reverse nessage froma
peer, it sets the PR bit on the (S, G state to match the PR-bit in
the nmessage, and | ooks up the next-hop towards the nominal root of G
If the next-hop target is an M1 GP conponent, it forwards the (S, G
Poi son Reverse nessage to all internal peers of that conponent from
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which it has received (S, G Joins. |f the next-hop target is an
external peer on a given interface, it forwards the (S, G Poison
Reverse nessage to all external peers on that interface.

When a BGWP speaker receives an (S, G Poison-Reverse nessage from an
external peer, with the PR bit set, and the speaker has received no
(S,G Joins fromany other peers (e.g., only fromthe MIG or has
(S, G state due to encapsul ation as described in 5.4.1), it knows
that its owm (S, G Join is unnecessary, and should send an (S, G
Prune.

When a BGWP speaker receives an (S, G Poison-Reverse nessage from an
internal peer, with the PR-bit set, and the speaker is the best exit
for the nominal root of G and has (S, G prune state, an (S,G Join
nmessage is sent to cancel the prune state and the state is del eted.

4.4. Interaction with M1 GP conponents

Wien an M1 GP conponent on a border router first learns that there
are internally-reached nmenbers for a group G (whose scope is |arger
than that domain), a (*,G Join alert is sent to the BGW conponent.
Simlarly, when an M| GP conponent on a border router |earns that
there are no longer internally-reached nenbers for a group G (whose
scope is larger than a single domain), a (*,G Prune alert is sent to
t he BGW conponent.

At any tine, any M| GP domain MAY decide to join a source-specific
branch for some external source S and group G \Wen the MIGP
conponent in the border router that is the next-hop router for a
particular source S learns that a receiver w shes to receive data
fromsS on a source-specific path, an (S, G Join alert is sent to the
BGW component. When it is |learned that such receivers no |onger
exist, an (S,Q Prune alert is sent to the BGW conponent. Recall
that the BGWP conponent will generate external source-specific Joins
only where the source-specific branch does not coincide with the
shared tree distribution tree for that group.

Finally, we will require that the border router that is the next-hop
internal peer for a particular address S or the nom nal root of G be
able to forward data for a matching tree state table entry to all
menbers within the domain. This requirenent has inplications on
specific MIGPs as foll ows.
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4.4, 1. Interaction with DVMRP and Pl M DM

DVVMRP and PI M DM are both "broadcast and prune" protocols in which
every data packet nust pass an RPF check agai nst the packet’s source
address, or be dropped. |If the border router receiving packets from
an external source is the only BRto inject the route for the source
into the domain, then there are no problens. For exanple, this wll
al ways be true for stub domains with a single border router (see
Figure 1). Oherwi se, the border router receiving packets externally
is responsible for encapsulating the data to any other border routers
that must inject the data into the domain for RPF checks to succeed.

When an intended border router injector for a source receives
encapsul at ed packets from anot her border router in its domain, it
shoul d create source-specific (S,G BGAW state. Note that the border
router may be configured to do this on a data-rate triggered basis so
that the state is not created for very low data-rate/intermttent
sources. |If source-specific state is created, then its incom ng
interface points to the virtual encapsulation interface fromthe
border router that forwarded the packet, and it has an SPT flag that
isinitialized to be Fal se.

When the (S, G BGW state is created, the BAGW conponent will in turn
send a BGW (S, G Join nmessage to the next-hop external peer towards
Sif thereis no (*,§ state for that sane group, G The (S, G BGW
state will have the SPT bit set to False if (*,§G BGW state is
present.

When the first data packet fromS arrives fromthe external peer and
mat ches on the BGW (S, G state, and IF there is no (*,G state, the
router sets the SPT flag to True, resets the inconming interface to
point to the external peer, and sends a BGW (S, G Prune nessage to

t he border router that was encapsul ating the packets (e.g., in Figure
1, BR11 sends the (Src_A, G Prune to BR12). Wen the border router
with (*,G state receives the prune for (S, G, it then deletes that
border router fromits list of targets.

If the decapsul ator receives a (S, G Poison Reverse nessage with the
PR-bit set, it will forward it to the encapsulator (which may again
forward it up the shared tree according to normal BGW rul es), and
both will delete their BGW (S, G state.

Pl M DM and DVMRP present an additional problem i.e., no protocol
mechani sm exi sts for joining and pruning entire groups; only joins
and prunes for individual sources are available. As a result, BGW
does not currently support such protocols being used in a transit
domai n.
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4.4, 2. Interaction with Pl M SM

Protocols such as PIM SM build unidirectional shared and source-
specific trees. As with DVMRP and PI M DM every data packet mnust
pass an RPF check agai nst some group-specific or source-specific
addr ess.

The fewest encapsul ati ons/decapsul ations will be done when the
intra-donain tree is rooted at the next-hop internal peer (which
beconmes the RP) towards the nominal root of G since in general that
router will receive the nost packets fromexternal sources. To

achi eve this, each BGW border router to a PI M SM domai n shoul d send
Candi dat e- RP- Adverti senents within the domain for those groups for
which it is the shared-domain tree ingress router. Wen the border
router that is the RP for a group G receives an external data packet,
it forwards the packet according to the MICGP (i.e., PIMSM shared-
tree outgoing interface |ist.

O her border routers will receive data packets from external sources
that are farther down the bidirectional tree of domamins. Wen a
border router that is not the RP receives an external packet for
which it does not have a source-specific entry, the border router
treats it like a local source by creating (S,G state with a Register
flag set, based on nornmal PIMSMrules; the Border router then
encapsul ates the data packets in PIM SM Regi sters and uni casts them
to the RP for the group. As explained above, the RP for the inter-
domain group will be one of the other border routers of the domain.

If a source’'s data rate is high enough, DRs within the PI M SM donain
may switch to the shortest path tree. |If the shortest path to an
external source is via the group’s ingress router for the shared
tree, the new (S, G state in the BGW border router will not cause
BGW (S, G Joins because that border router will already have (*, Q
state. |If however, the shortest path to an external source is via
sone ot her border router, that border router will create (S, G BGW
state in response to the MIGP (S, G Join alert. In this case,
because there is no local (*,G state to suppress it, the border
router will send a BGW (S, G Join to the next-hop external peer
towards S, in order to pull the data down directly. (See BR11l in
Figure 1). As in normal PIM SM operation, those PIM SMrouters that
have (*, G and (S,G state pointing to different incomng interfaces
wi Il prune that source off the shared tree. Therefore, all internal
interfaces may be eventually pruned off the internal shared tree.
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After the border router sends a BGW (S, G Join, if its (S, G state

has the PR-bit clear, a (S, G Poison-Reverse nmessage (with the PR-bit
clear) is sent to the ingress router for G The ingress router then
creates (S, G if it does not already exist, and renoves the next hop
towards the nonminal root of Gfromthe target list.

If the border router later receives an (S, G Poison-Reverse nessage
with the PR-bit set, the Poi son-Reverse nessage is forwarded to the
ingress router for G The best-exit router then creates (S, G state
if it does not already exist, and puts the next hop towards the

nom nal root of Gin the target list if not already present.

4.4.3. Interaction with CBT

CBT builds bidirectional shared trees but nust address two points of
conmpatibility with BGW. First, CBT can not accombdate nore than
one border router injecting a packet. Therefore, if a CBT domain
does have nultiple external connections, the MIGP conponents of the
border routers are responsible for insuring that only one of them
will inject data from any given source.

Second, CBT cannot process source-specific Joins or Prunes. Two
options thus exist for each CBT donui n:

Option A
The CBT conponent interprets a (S,G Join alert as if it were an
(*,G Join alert, as described in [INTEROP]. That is, if it is
not already on the core-tree for G then it sends a CBT (*,Q
JO N- REQUEST nessage towards the core for G Simlarly, when the
CBT conponent receives an (S,G Prune alert, and the child
interface list for a group is NULL, then it sends a (*,Q
QUI T_NOTI FI CATION towards the core for G This option has the
di sadvantage of pulling all data for the group G down to the CBT
domai n when no nmenbers exi st.

Option B:
The CBT dommi n does not propagate any routes to their externa
peers for the Multicast RIB unless it is known that no other path
exists to that prefix (e.g., routes for prefixes internal to the
domain or in a singly-honmed custoner’s domain nay be propagated).
This insures that source-specific joins are never received unl ess
the source’s data al ready passes through the donain on the shared
tree, in which case the (S, G Join need not be propagated anyway.
BGW border routers will only send source-specific Joins or Prunes
to an external peer if that external peer advertises source-
prefixes in the EGP. |f a BGW-CBT border router does receive an
(S, G Join or Prune, that border router should ignore the nmessage.
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To nmininize en/de-capsul ations, CBTv2 BR s nay foll ow the sane schene
as described under PI M SM above, in which Candi date- Core
advertisenments are sent for those groups for which it is the shared-
tree ingress router.

4.4.4. Interaction with MOSPF

As with CBTv2, MOSPF cannot process source-specific Joins or Prunes,
and the sanme two options are available. Therefore, an MOSPF domai n
may either:

Option A
send a G oup- Menbershi p-LSA for all of Gin response to a (S, QG
Join alert, and "prenaturely age" it out (when no other downstream
nmenbers exist) in response to an (S, G Prune alert, OR

Option B:
not propagate any routes to their external peers for the Milticast
RIB unless it is known that no other path exists to that prefix
(e.g., routes for prefixes internal to the domain or in a singly-
honed custoner’s donai n may be propagat ed)

4.5. Operation over Milti-access Networks

Mul ti access |inks require special handling to prevent duplicates.
The foll owi ng mechani sm enabl es BGW to operate over nultiaccess

i nks which do not run an MIGP. This avoids broadcast-and-prune
behavi or and does not require (S, G state.

To el ect a designated forwarder per prefix, BGW uses a FWDR_PREF
nmessage to exchange "forwarder preference" values for each prefix.
The peer with the highest forwarder preference becones the designated
forwarder, with ties broken by | owest BGW Identifier. The

desi gnated forwarder is the router responsible for forwardi ng packets
up the tree, and is the peer to which joins will be sent.

When BGW first learns that a route exists in the nulticast RI B whose
next-hop interface is NOT the nultiaccess |link, the BGW router sends
a BGW FWDR _PREF nessage for the prefix, to all BGW peers on the
LAN. The FWDR_PREF nessage contains a "forwarder preference val ue"
for the local router, and the sane value MJST be sent to all peers on
the LAN. Likew se, when the prefix is no |onger reachable, a
FWDR_PREF of O is sent to all peers on the LAN.

Whenever a BGWP router cal cul ates the next-hop peer towards a

particul ar address, and that peer is reached over a BGW- owned
mul ti access LAN, the designated forwarder is used instead.
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When a BGWP router receives a FWDR PREF nessage froma peer, it |ooks
up the matching route in its nulticast RIB, and cal cul ates the new
designated forwarder. |If the router has tree state entries whose
parent target was the old forwarder, it sends Joins to the new
forwarder and Prunes to the old forwarder.

When a BGWP router which is NOT the designhated forwarder receives a
packet on the nultiaccess link, it is silently dropped.

Finally, this mechani smprevents duplicates where full peering exists
on a "logical" link. Were full peering does not exist, steps mnust
be taken (outside of BGW) to present separate logical interfaces to
BGW, each of which is a link with full peering. This mght entail,
for exanple, using different |ink-1ayer address mappings, doing
encapsul ati on, or changi ng the physical nedia.

4.6. Interaction between (S, G state and Groutes

As discussed earlier, routers with (*, G state will not propagate
(S,G joins. However, a special case occurs when (S, G state
coincides with the Groute (or route towards the nom nal root of Q.
When this occurs, care nust be taken so that the data will reach the
root domain without causing duplicates or black holes. For this
reason, (S, G state on the path between the source and the root
domai n is annotated as being "poison-reversed'. A PR bit is kept for
this purpose, which is updated by (UN) PO SON_REVERSE nessages.

The PR-bit indicates to BGW nodes whether they need to forward
packets up towards the root domain. For exanple, in a case where an
(S, G branch exists, a transit domain nmay get packets along the (S, G
branch, and needs to know whether to (also) forward them up towards
the root domain. |If the domain in question is on the path between S
and the root domain, then the answer is yes (and the PR bit will be
set on the S,Gstate). |If the donain in question is not on the path
between S and the root domain, then the answer is no (and the PR bit
will be clear on the S G state).

5. Message Formats
Thi s section describes nessage formats used by BGW.
Messages are sent over a reliable transport protocol connection. A
nmessage is processed only after it is entirely received. The maxi num
nmessage size is 4096 octets. Al inplenentations are required to

support this maxi num message size.

All fields |abelled "Reserved" bel ow nust be transmtted as 0, and
i gnored upon receipt.
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5.

5.

1.

2.

Message Header For mat

Each nmessage has a fixed-size (4-byte) header. There nmay or may not
be a data portion follow ng the header, depending on the nessage
type. The layout of these fields is shown bel ow

0 1 2 3
01234567890123456789012345678901
il s T T S S S S S i N T i ST S S S S S e e L T 2
| Length | Type | Reserved |
il s T T S S S S S i N T i ST S S S S S e e L T 2

Lengt h:
This 2-octet unsigned integer indicates the total length of the
nmessage, including the header, in octets. Thus, e.g., it allows

one to locate in the transport-level streamthe start of the next
nessage. The value of the Length field nust always be at |east 4
and no greater than 4096, and may be further constrained,
dependi ng on the nessage type. No "paddi ng" of extra data after
the nessage is allowed, so the Length field nust have the small est
val ue required given the rest of the nessage.

Type:
This 1-octet unsigned integer indicates the type code of the
nessage. The follow ng type codes are defined:

- OPEN

- UPDATE

- NOTI FI CATI ON
- KEEPALI VE

ArWNPE

OPEN Message For mat

After a transport protocol connection is established, the first
nmessage sent by each side is an OPEN nessage. |f the OPEN nessage is
accept abl e, a KEEPALI VE nessage confirming the OPEN is sent back

Once the OPEN is confirmed, UPDATE, KEEPALIVE, and NOTI FI CATI ON
nmessages may be exchanged.

In addition to the fixed-size BGW header, the OPEN nessage contains
the follow ng fields:
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0 1 2 3
01234567890123456789012345678901
T o i T S o T s T S e e i S S i St S S S

| Ver si on | Rsvd| AddrFam | Hol d Ti e

T o i T S o T s T S e e i S S i St S S S
| BGW Il dentifier (variable |ength) |
T o i T S o T s T S e e i S S i St S S S
I
+
I
+-

(Optional Paraneters) |
i i S I S I i S S S S il s ot i S
Ver si on:

This 1-octet unsigned integer indicates the protocol version
nunber of the nessage. The current BGWP version nunber is 1.

Addr Fam
The | ANA- assi gned address fam |y nunber of the BGW Identifier.
These include (anbng others):

Nurber Descri ption
1 I[P (1P version 4)
2 I Pv6 (I P version 6)
Hol d Ti me:

This 2-octet unsigned integer indicates the nunber of seconds that
t he sender proposes for the value of the Hold Tinmer. Upon receipt
of an OPEN nessage, a BGW speaker MJST cal cul ate the val ue of the
Hol d Timer by using the smaller of its configured Hold Tinme and
the Hold Tine received in the OPEN nessage. The Hold Tinme MJST be
either zero or at |east three seconds. An inplenentation may

rej ect connections on the basis of the Hold Tine. The calcul ated
val ue indicates the maxi rum nunber of seconds that nay el apse

bet ween the recei pt of successive KEEPALIVE, and/or UPDATE
nessages by the sender.

BGWP ldentifier:
This 4-octet (for 1Pv4) or 16-octet (1Pv6) unsigned integer
i ndicates the BGW ldentifier of the sender. A given BGW speaker
sets the value of its BGW Identifier to a globally-unique val ue
assigned to that BAGW speaker (e.g., an |IPv4 address). The val ue
of the BGW Identifier is deternined on startup and is the sane
for every BGWP sessi on opened.
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Opti onal Paraneters:
This field may contain a list of optional parameters, where each
paraneter is encoded as a <Paraneter Length, Paraneter Type,
Parameter Value> triplet. The conmbined |ength of all optional
paraneters can be derived fromthe Length field in the nessage
header .

0 1
0123456789012345
T T T S S e ek

| Parm Type | Parm Length | Paranmeter Val ue (variable)
B T i T i S S e ok S

Parameter Type is a one octet field that unanbi guously identifies
i ndi vi dual parameters. Paraneter Length is a one octet field that
contains the length of the Paraneter Value field in octets.
Paraneter Value is a variable length field that is interpreted
according to the value of the Paraneter Type field.

Thi s docunent defines the foll owing Optional Paraneters:

a) Authentication Information (Paraneter Type 1): This optional
paraneter may be used to authenticate a BGW peer. The Paraneter
Value field contains a 1-octet Authentication Code foll owed by a
vari abl e | ength Authentication Data.

0123456738
T S S S SR S R S
| Auth. Code
B S T s st s i STl S PN Sy S Y ST S YU S S S S S
I I
| Aut henti cati on Data |
I I
B S T s st s i STl S PN Sy S Y ST S YU S S S S S
Aut henti cati on Code:
This 1-octet unsigned integer indicates the authentication
mechani sm bei ng used. \Wenever an authentication nmechanismis
specified for use within BGW, three things nust be included in
the specification:

- the value of the Authentication Code which indicates use of the
nmechani sm and - the form and meani ng of the Authentication Data.

Note that a separate authentication nmechanism may be used in
establishing the transport |evel connection.
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Aut henti cati on Dat a:

The formand neaning of this field is a variable-length field
depend on the Authentication Code.

The m nimum | ength of the OPEN nessage is 12 octets (including
nmessage header).

b) Capability Information (Paraneter Type 2): This is an Optional
Paraneter that is used by a BGWP-speaker to convey to its peer the
list of capabilities supported by the speaker. The paraneter
contains one or nore triples <Capability Code, Capability Length,
Capability Value>, where each triple is encoded as shown bel ow

o m e e e e e maoooo-o- +
| Capability Code (1 octet) |
o m e e e e e maoooo-o- +
| Capability Length (1 octet) |
o m e e e e e maoooo-o- +
| Capability Val ue (variabl e)

o m e e e e e maoooo-o- +

Capabi l ity Code:

Capability Code is a one octet field that unanbi guously identifies
i ndi vidual capabilities.

Capability Length:

Capability Length is a one octet field that contains the | ength of
the Capability Value field in octets.

Capability Val ue:

Capability Value is a variable length field that is interpreted
according to the value of the Capability Code field.

A particular capability, as identified by its Capability Code, may
occur nore than once within the Optional Paraneter

Thi s docunent reserves Capability Codes 128-255 for vendor-specific
appl i cati ons.

Thi s docunent reserves val ue 0.

Capability Codes (other than those reserved for vendor specific use)
are assigned only by the I ETF consensus process and | ESG approval .
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5.3. UPDATE Message For mat

UPDATE messages are used to transfer Join/Prune/ Fwdr Pref infornmation
bet ween BGWP peers. The UPDATE nessage al ways includes the fixed-
si ze BGW header, and one or nore attributes as described bel ow.

The nmessage format bel ow al | ows conpact encoding of (*, G Joins and
Prunes, while allowing the flexibility needed to do ot her updates
such as (S, G Joins and Prunes towards sources as well as on the
shared tree. 1In the discussion below, an Encoded- Address-Prefix is
of the form

0 1 2 3
012345678901234567890123456789¢01
i s U S S S
| EnTyp| Addr Fam |
il s T T S S S S S i N T i ST S S S S S e e L T 2
| Address (vari abl e | ength) |
il s T T S S S S S i N T i ST S S S S S e e L T 2

| Mask (variabl e | ength) |
T S S T I S S T S e SR S S

EnTyp:
0 - Al 1I's Mask. The Mask field is O bytes |ong.
1 - Mask length included. The Mask field is 4 bytes |ong, and
contains the mask length, in bits.
2 - Full Mask included. The Mask field is the same |ength
as the Address field, and contains the full bitmask.

Addr Fam
The | ANA- assi gned address fam |y nunber of the encoded prefix.

Addr ess:
The address associated with the given prefix to be encoded. The
length is determ ned based on the Address Famly.

Mask:
The mask associated with the given prefix. The format (or absence)
of this field is determ ned by the EnTyp field.

Each attribute is of the form

0 1 2 3
01234567890123456789012345678901
T S T T S e T S T S S S il A SH S SIS

| Lengt h | Type | Data ...
T ST e e T T i S O i S ST M S S S S
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Al'l attributes are 4-byte aligned.

Lengt h:
The Length is the Iength of the entire attribute, including the
I ength, type, and data fields. |If other attributes are nested

within the data field, the length includes the size of all such
nested attributes.

Type:
Types 128-255 are reserved for "optional" attributes. If a
required attribute is unrecognized, a NOTIFICATION will be sent and
the connection will be closed if the error is a fatal one.

Unrecogni zed optional attributes are sinply ignored.

- JAN

- PRUNE

- GROUP

SOURCE

- FWDR_PREF

- PO SON_REVERSE

abrhwnNDEF,LO
1

a) JON (Type Code 0)

The JON attribute indicates that all GROUP or SOURCE options
nested imrediately within the JON option should be joined.

0 1 2 3
01234567890123456789012345678901
T S T T s T T o S T o s st s U S S Y I o S S
| Lengt h | Type=0 | Reserved |
T S T T s T T o S T o s st s U S S Y I o S S
| Nested Attributes ...

T S T T s T T o S T o s st s U S S Y I o S S

No JON, PRUNE, or FWDR PREF attributes may be i medi ately nested
within a JON attribute.

b) PRUNE (Type Code 1)

The PRUNE attribute indicates that all GROUP or SOURCE attri butes
nested imredi ately within the PRUNE attribute should be pruned.
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0 1 2 3
01234567890123456789012345678901
T S T T s T T o S T o s st s U S S Y I o S S
| Lengt h | Type=1 | Reserved |
T S T T s T T o S T o s st s U S S Y I o S S
| Nested Attributes ...

T S T T s T T o S T o s st s U S S Y I o S S

No JON, PRUNE, or FWDR PREF attributes may be i medi ately nested
within a PRUNE attri bute.

c) GROUP (Type Code 2)

The GROUP attribute identifies a given group-prefix. |In addition,
any attributes nested imediately within the GROUP attribute al so
apply to the given group-prefix.

0 1 2 3
01234567890123456789012345678901
il s T T S S S S S i N T i ST S S S S S e e L T 2
| Length | Type=2 | |
s s T S il s i T S +
I
I
I
+

I
| Encoded- Addr ess- Prefi x

I

i S I i s ST T S R o
| Nested Attributes (optional)

T T S T T < S i o S R SIS S S

Encoded- Address-Prefi x The nmulticast group prefix to be joined to
pruned, in the format described above.

Nested Attributes No GROUP, SOURCE, or FWDR PREF attri butes may
be inmedi ately nested within a GROUP
attribute.

d) SOURCE (Type Code 3):
The SOURCE attribute identifies a given source-prefix. In

addition, any attributes nested inmediately within the SOURCE
attribute also apply to the given source-prefix.
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The SOURCE attribute has the follow ng format:

0 1 2 3
01234567890123456789012345678901
il s T T S S S S S i N T i ST S S S S S e e L T 2
| Length | Type=2 | |
s s T S il s i T S +
I
I
I
+

I
| Encoded- Addr ess- Prefi x

I

s s T T S S S N i st TSI SR s Y S Y i ot S o
| Nested Attributes (optional)

T T S T T < S i o S R SIS S S

Encoded- Address-Prefix The Source-prefix in the format descri bed

above.

Nested Attributes No GROUP, SOURCE, or FWDR PREF attributes may
be inmedi ately nested within a SOURCE
attribute.

e) FWDR PREF (Type Code 4)

The FWDR _PREF attribute provides a forwarder preference value for
all GROUP or SOURCE attributes nested i mediately within the
FWDR_PREF attribute. It is used by a BGW speaker to inform other
BGWP speakers of the originating speaker’s degree of preference for
a given group or source prefix. Usage of this attribute is
described in 5.5.

0 1 2 3
01234567890123456789012345678901
il s T T S S S S S i N T i ST S S S S S e e L T 2
| Length | Type=1 | Reserved |
il s T T S S S S S i N T i ST S S S S S e e L T 2
| Pref erence Val ue |
il s T T S S S S S i N T i ST S S S S S e e L T 2
| Nested Attributes ...

il s T T S S S S S i N T i ST S S S S S e e L T 2

Pref erence Val ue A 32-bit non-negative integer.
Nested Attributes No JON, PRUNE, or FWDR PREF attributes may be
i medi ately nested within a FWDR_PREF attri bute.
e) PO SON_REVERSE (Type Code 5)
The PO SON_REVERSE attribute provides a "poison-reverse" (PR bit)

value for all SOURCE attributes nested i mediately within the
PO SON_REVERSE attribute. It is used by a BGW speaker to inform

Thal er I nf or mat i onal [ Page 26]



RFC 3913 BGWP: Protocol Specification Sept enber 2004

ot her BGWP speakers fromwhich it has received (S,G Joins that
they are on the path of domai ns between the source and the root
domai n.

0 1 2 3
01234567890123456789012345678901
il s T T S S S S S i N T i ST S S S S S e e L T 2
| Lengt h | Type=1 | Reserved |P|
il s T T S S S S S i N T i ST S S S S S e e L T 2
| Nested Attributes ...

il s T T S S S S S i N T i ST S S S S S e e L T 2

P The PR-bit val ue.

Nested Attributes No attributes in the document other than SOURCE
may be inmediately nested within a PO SON_REVERSE
attribute.

5.4. Encodi ng exanpl es

Bel ow are enunerated exanpl es of how various updates are built using
nested attributes, where A( B ) denotes that attribute B is nested
within attribute A

(*, Gprefix) Join: JON ( GROUP )

(*,Gprefix) Prune: PRUNE ( GROUP )

(S, G Jointowards S: GROUP ( JON ( SOURCE ) )

(S, G Join cancelling prune towards root of G GROUP ( JON ( SOURCE ) )
(S, G Prune towards S: GROUP ( PRUNE ( SOQURCE ) )

(S, G Prune towards root of G GROUP ( PRUNE ( SOURCE ) )

Switch from(*, QG to (S, G: PRUNE ( GROUP ( JON ( SOURCE ) ) )
Switch from (S, G to (*,Q: JON ( GROUP )

Initial (*,G Join with S pruned: JON ( GROUP ( PRUNE ( SOURCE ) ) )
Forwar der preference announcenent for G prefix: FWR PREF ( GROUP )
Forwar der preference announcenent for S-prefix: FWR PREF ( SOURCE )

5.5. KEEPALI VE Message For mat

BGWP does not use any transport protocol -based keep-alive nechanism
to determne if peers are reachable. |Instead, KEEPALIVE nmessages are
exchanged between peers often enough as not to cause the Hold Timer
to expire. A reasonable maxi mumtinme between the | ast KEEPALI VE or
UPDATE message sent, and the tinme at which a KEEPALI VE nessage is
sent, would be one third of the Hold Tine interval. KEEPALIVE
nmessages MJUST NOT be sent nore frequently than one per second. An

i npl erentati on MAY adjust the rate at which it sends KEEPALI VE
nmessages as a function of the Hold Tine interval.
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If the negotiated Hold Time interval is zero, then periodi c KEEPALI VE
nmessages MJUST NOT be sent.

A KEEPALI VE nessage consists of only a nessage header, and has a
I ength of 4 octets.

5.6. NOTI FI CATI ON Message For mat

A NOTI FI CATI ON nessage is sent when an error condition is detected.
The BGWP connection is closed imedi ately after sending it if the
error is a fatal one.

In addition to the fixed-size BGW header, the NOTIFI CATI ON nessage
contains the follow ng fields:

0 1 2 3
01234567890123456789012345678901

il s T T S S S S S i N T i ST S S S S S e e L T 2
|9 Error code | Error subcode | Dat a |
i ST S T et shi U S S +
il s T T S S S S S i N T i ST S S S S S e e L T 2
Obit:

Open-bit. If clear, the connection will be closed. If set,

i ndicates the error is not fatal.

Error Code:
This 1-octet unsigned integer indicates the type of NOTIFI CATI ON.
The follow ng Error Codes have been defi ned:

Error Code Synbol i ¢ Nanme Ref er ence
1 Message Header Error Section 9.1
2 OPEN Message Error Section 9.2
3 UPDATE Message Error Section 9.3
4 Hol d Ti mer Expired Section 9.5
5 Finite State Machine Error Section 9.6
6 Cease Section 9.7
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Error subcode:

This 1-octet unsigned integer provides nore specific information
about the nature of the reported error. Each Error Code may have
one or nore Error Subcodes associated with it. |If no appropriate
Error Subcode is defined, then a zero (Unspecific) value is used
for the Error Subcode field. The notation (M) bel ow indicates
the error is a fatal one and the Obit nust be clear. Non-fatal
subcodes SHOULD be sent with the O bit set.

Message Header Error subcodes:

2 - Bad Message Length (M)
3 - Bad Message Type (M)

OPEN Message Error subcodes:

- Unsupported Version (M)

- Unsupported Optional Paraneter
Aut henti cation Failure (M)

- Unacceptable Hold Tine (M)

- Unsupported Capability (M)

~No olh
1

UPDATE Message Error subcodes:

1 - Malfornmed Attribute List (M)

2 - Unrecogni zed Attribute Type

5 - Attribute Length Error (M)

10 - Invalid Address

11 - Invalid Mask

13 - Unrecogni zed Address Fanily

Dat a:

This variable-length field is used to diagnose the reason for the
NOTI FI CATION. The contents of the Data field depend upon the
Error Code and Error Subcode. See Section 7 below for nore
det ai | s.

Note that the length of the Data field can be determ ned fromthe
nessage Length field by the formul a:

Message Length = 6 + Data Length

The m ni mum | ength of the NOTIFI CATI ON nessage is 6 octets
(i ncludi ng nmessage header).
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6. BGW Error Handling

Thi s section describes actions to be taken when errors are detected
whi | e processi ng BGW nessages. BGW Error Handling is simlar to
that of BGP [ BGP].

Wien any of the conditions described here are detected, a
NOTI FI CATI ON nessage with the indicated Error Code, Error Subcode,
and Data fields is sent, and the BGW connection is closed if the
error is a fatal one. If no Error Subcode is specified, then a zero
nmust be used.

The phrase "the BGW connection is closed" nmeans that the transport
protocol connection has been closed and that all resources for that
BGWP connection have been deal |l ocated. The renote peer is renoved
fromthe target list of all tree state entries.

Unl ess specified explicitly, the Data field of the NOTIFI CATI ON
nmessage that is sent to indicate an error is enpty.

6.1. Message Header error handling

Al'l errors detected while processing the Message Header are indicated
by sendi ng the NOTI FI CATI ON nessage with Error Code Message Header
Error. The Error Subcode el aborates on the specific nature of the
error.

If the Length field of the message header is |less than 4 or greater
than 4096, or if the Length field of an OPEN nessage is less than
the m nimum |l ength of the OPEN nmessage, or if the Length field of an
UPDATE nessage is |less than the nininumlength of the UPDATE nessage,
or if the Length field of a KEEPALIVE nessage is not equal to 4, then
the Error Subcode is set to Bad Message Length. The Data field
contains the erroneous Length field.

If the Type field of the message header is not recognized, then the
Error Subcode is set to Bad Message Type. The Data field contains
the erroneous Type field.

6.2. OPEN nessage error handling
Al'l errors detected while processing the OPEN nessage are indicated
by sendi ng the NOTI FI CATI ON nmessage with Error Code OPEN Message

Error. The Error Subcode el aborates on the specific nature of the
error.
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If the version nunber contained in the Version field of the received
OPEN nessage is not supported, then the Error Subcode is set to
Unsupported Version Nunber. The Data field is a 2-octet unsigned

i nteger, which indicates the |argest locally supported version nunber
| ess than the version the renote BGW peer bid (as indicated in the
recei ved OPEN nessage).

If the Hold Tinme field of the OPEN nessage i s unacceptable, then the
Error Subcode MJUST be set to Unacceptable Hold Tine. An

i npl enentati on MJUST reject Hold Tine values of one or two seconds.
An inplementati on MAY reject any proposed Hold Tinme. An

i npl erent ati on whi ch accepts a Hold Tine MJST use the negoti at ed

val ue for the Hold Tine.

If one of the Optional Paranmeters in the OPEN nessage i s not
recogni zed, then the Error Subcode is set to Unsupported Optional
Par anet er s.

I f the OPEN nessage carries Authentication Information (as an
Optional Paraneter), then the correspondi ng aut henticati on procedure
is invoked. |f the authentication procedure (based on Authentication
Code and Authentication Data) fails, then the Error Subcode is set to
Aut henti cation Failure.

If the OPEN nmessage indicates that the peer does not support a
capability which the receiver requires, the receiver nmay send a
NOTI FI CATI ON nessage to the peer, and term nate peering. The Error
Subcode in the nmessage is set to Unsupported Capability. The Data
field in the NOTIFI CATION nessage lists the set of capabilities that
cause the speaker to send the nessage. Each such capability is
encoded the same way as it was encoded in the recei ved OPEN nessage.

6.3. UPDATE nessage error handling

Al'l errors detected while processing the UPDATE nessage are indicated
by sendi ng the NOTI FI CATI ON nessage with Error Code UPDATE Message
Error. The error subcode el aborates on the specific nature of the
error.

I f any recogni zed attribute has Attribute Length that conflicts with
the expected |l ength (based on the attribute type code), then the
Error Subcode is set to Attribute Length Error. The Data field
contains the erroneous attribute (type, length and val ue).

|f the Encoded- Address-Prefix field in sone attribute is

syntactically incorrect, then the Error Subcode is set to Invalid
Prefix Field.
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If any other is encountered when processing attributes (such as
invalid nestings), then the Error Subcode is set to Ml forned
Attribute List, and the problematic attribute is included in the data
field.

6. 4. NOTI FI CATI ON nessage error handling

If a peer sends a NOTI FI CATI ON nessage, and there is an error in that
nmessage, there is unfortunately no means of reporting this error via
a subsequent NOTI FI CATI ON nessage. Any such error, such as an

unr ecogni zed Error Code or Error Subcode, should be noticed, |ogged
Il ocally, and brought to the attention of the administration of the
peer. The neans to do this, however, lies outside the scope of this
docunent .

6.5. Hold Tinmer Expired error handling

If a system does not receive successi ve KEEPALI VE and/ or UPDATE
and/ or NOTI FI CATI ON nessages within the period specified in the Hold
Time field of the OPEN nessage, then the NOTIFI CATI ON nessage with
Hol d Timer Expired Error Code nust be sent and the BGVP connection
cl osed.

6.6. Finite State Machine error handling

Any error detected by the BGW Finite State Machine (e.g., receipt of
an unexpected event) is indicated by sending the NOTI FI CATI ON nessage
with Error Code Finite State Machine Error.

6.7. Cease

In absence of any fatal errors (that are indicated in this section),
a BAGW peer nay choose at any given tinme to close its BGW connection
by sendi ng the NOTI FI CATI ON nmessage with Error Code Cease. However,

t he Cease NOTI FI CATI ON nessage must not be used when a fatal error

i ndicated by this section does exist.

6.8. Connection collision detection

If a pair of BGW speakers try sinultaneously to establish a TCP
connection to each other, then two parallel connections between this
pair of speakers m ght well be forned. W refer to this situation as
connection collision. Cearly, one of these connections mnmust be

cl osed.

Based on the value of the BGW ldentifier a convention is established
for detecting which BGW connection is to be preserved when a
collision does occur. The convention is to conpare the BGW
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Identifiers of the peers involved in the collision and to retain only
the connection initiated by the BGW speaker with the higher-val ued
BGWP I dentifier.

Upon recei pt of an OPEN nessage, the local system nust exanine all of
its connections that are in the OpenConfirmstate. A BGW speaker
may al so exam ne connections in an OpenSent state if it knows the
BGWP ldentifier of the peer by means outside of the protocol. |If
anong these connections there is a connection to a renpote BGW
speaker whose BGWP ldentifier equals the one in the OPEN nessage,
then the | ocal system perforns the follow ng collision resolution
procedur e:

1. The BGW ldentifier of the Iocal systemis conpared to the BGW
Identifier of the renmbte system (as specified in the OPEN
nessage) .

2. If the value of the Iocal BGW Identifier is less than the renote
one, the local system closes BGW connection that already exists
(the one that is already in the QpenConfirmstate), and accepts
BGWP connection initiated by the renpte system

3. O herwi se, the local systemcloses newy created BGVW connection
(the one associated with the newy received OPEN nessage), and
continues to use the existing one (the one that is already in the
OpenConfirm state).

Conparing BGW ldentifiers is done by treating themas (4-octet |ong)
unsi gned i ntegers.

A connection collision with an existing BGW connection that is in
Est abl i shed states causes unconditional closing of the newy created
connection. Note that a connection collision cannot be detected with
connections that are in Idle, or Connect, or Active states.

Cl osing the BGW connection (that results fromthe collision
resol ution procedure) is acconplished by sending the NOTIFI CATI ON
nmessage with the Error Code Cease.

7. BGWP Version Negotiation

BGW speakers may negotiate the version of the protocol by making
multiple attenpts to open a BGW connection, starting with the

hi ghest version nunber each supports. |f an open attenpt fails with
an Error Code OPEN Message Error, and an Error Subcode Unsupported
Ver si on Number, then the BGW speaker has avail abl e the version
nunber it tried, the version nunber its peer tried, the version
nunber passed by its peer in the NOTIFI CATI ON nessage, and the
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version nunbers that it supports. |If the two peers do support one or
nmore comon versions, then this will allow themto rapidly determne
t he hi ghest common version. |n order to support BGWP version

negoti ation, future versions of BGW nust retain the format of the
OPEN and NOTI FI CATI ON nessages.

7.1. BQGW Capability Negotiation

When a BGWP speaker sends an OPEN nessage to its BGW peer, the
nmessage nmay i nclude an Optional Paranmeter, called Capabilities. The
paraneter |lists the capabilities supported by the speaker.

A BGWP speaker may use a particular capability when peering with
anot her speaker only if both speakers support that capability. A
BGWP speaker determines the capabilities supported by its peer by
examining the list of capabilities present in the Capabilities
Optional Paraneter carried by the OPEN nessage that the speaker
receives fromthe peer

8. BGW Finite State nmachine
This section specifies BGW operation in terns of a Finite State
Machine (FSM. Following is a brief summary and overvi ew of BGW
operations by state as determ ned by this FSM

Initially BGWP is in the Idle state.

Idl e state:
In this state BGW refuses all incom ng BGW connections. No
resources are allocated to the peer. In response to the Start

event (initiated by either systemor operator) the | ocal system
initializes all BGW resources, starts the ConnectRetry timer
initiates a transport connection to the other BGW peer, while
listening for a connection that nmay be initiated by the renpte
BGW peer, and changes its state to Connect. The exact val ue of
the ConnectRetry tinmer is a |local matter, but should be
sufficiently large to allow TCP initialization

If a BGW speaker detects an error, it shuts down the connection
and changes its state to Idle. Getting out of the Idle state
requires generation of the Start event. |If such an event is
generated autonmatically, then persistent BGW errors nmay result in
persistent flapping of the speaker. To avoid such a condition it
is recoomended that Start events should not be generated

imedi ately for a peer that was previously transitioned to ldle
due to an error. For a peer that was previously transitioned to
Idle due to an error, the tinme between consecutive generation of
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Start events, if such events are generated automatically, shal
exponentially increase. The value of the initial timer shall be
60 seconds. The tine shall be doubled for each consecutive retry.

Any other event received in the Idle state is ignored.
Connect state:

In this state BGW is waiting for the transport protocol
connection to be conpl et ed.

If the transport protocol connection succeeds, the |ocal system
clears the ConnectRetry tinmer, conpletes initialization, sends an
OPEN nessage to its peer, and changes its state to QpenSent. |f
the transport protocol connect fails (e.g., retransm ssion
timeout), the local systemrestarts the ConnectRetry tinmer,
continues to listen for a connection that nmay be initiated by the
renote BAGW peer, and changes its state to Active state.

In response to the ConnectRetry tiner expired event, the |ocal
systemrestarts the ConnectRetry tiner, initiates a transport
connection to the other BGW peer, continues to listen for a

connection that may be initiated by the renote BGW peer, and
stays in the Connect state.

The Start event is ignored in the Connect state.

In response to any other event (initiated by either system or
operator), the local systemrel eases all BGVP resources associ ated
with this connection and changes its state to Idle.

Active state:

In this state BGW is trying to acquire a peer by listening for an
i nconmi ng transport protocol connection.

If the transport protocol connection succeeds, the |ocal system
clears the ConnectRetry timer, conpletes initialization, sends an
OPEN nessage to its peer, sets its Hold Tiner to a | arge val ue,
and changes its state to QpenSent. A Hold Tinmer value of 4

nm nutes i s suggested.

In response to the ConnectRetry tiner expired event, the |ocal
systemrestarts the ConnectRetry tiner, initiates a transport
connection to other BGW peer, continues to listen for a
connection that may be initiated by the renote BGW peer, and
changes its state to Connect.
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If the | ocal systemdetects that a renpte peer is trying to
establi sh BGW connection to it, and the I P address of the renote
peer is not an expected one, the local systemrestarts the
ConnectRetry timer, rejects the attenpted connection, continues to
listen for a connection that may be initiated by the renpote BGW
peer, and stays in the Active state.

The Start event is ignored in the Active state.

In response to any other event (initiated by either system or
operator), the |local systemrel eases all BGVP resources associ ated
with this connection and changes its state to Idle.

OpenSent state:

In this state BGW waits for an OPEN nessage fromits peer. \Wen
an OPEN nessage is received, all fields are checked for
correctness. |If the BGW nessage header checking or OPEN nessage
checking detects an error (see Section 6.2), or a connection
collision (see Section 6.8) the |Iocal system sends a NOTI FI CATI ON
nmessage and changes its state to Idle.

If there are no errors in the OPEN nessage, BGW sends a KEEPALI VE
nessage and sets a KeepAlive tinmer. The Hold Tiner, which was
originally set to a |large value (see above), is replaced with the

negotiated Hold Tinme value (see section 4.2). |If the negotiated
Hold Tinme value is zero, then the Hold Tinme tinmer and KeepAlive
tinmers are not started. |f the configured renote Autononous

System val ue for this peering is the same as the | ocal Autononobus
System nunber, then the connection is an "internal" connection
otherwise, it is "external". Finally, the state is changed to
OpenConfirm

If a disconnect notification is received fromthe underlying
transport protocol, the local systemcloses the BGW connecti on,
restarts the ConnectRetry timer, while continue listening for
connection that may be initiated by the renote BAGW peer, and goes
into the Active state.

If the Hold Timer expires, the local system sends NOTI FI CATI ON
nessage with error code Hold Tinmer Expired and changes its state
to Idle.

In response to the Stop event (initiated by either system or
operator) the local system sends NOTIFI CATI ON nessage with Error
Code Cease and changes its state to Ildle.

The Start event is ignored in the OpenSent state.
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In response to any other event the | ocal system sends NOTI FI CATI ON
nessage with Error Code Finite State Machine Error and changes its
state to ldle.

Whenever BGWP changes its state from QpenSent to Idle, it closes
the BGW (and transport-Ilevel) connection and rel eases al
resources associated with that connection.

OpenConfirm state:
In this state BGW waits for a KEEPALIVE or NOTI FI CATI ON nessage.

If the | ocal systemreceives a KEEPALI VE nessage, it changes its
state to Established.

If the Hold Tinmer expires before a KEEPALIVE nessage i s received,
the [ ocal system sends NOTIFI CATI ON message with error code Hol d
Ti mer Expired and changes its state to Idle.

If the | ocal systemreceives a NOTI FI CATI ON nessage, it changes
its state to Idle.

If the KeepAlive tiner expires, the |local system sends a KEEPALI VE
nmessage and restarts its KeepAlive tiner.

If a disconnect notification is received fromthe underlying
transport protocol, the |ocal systemchanges its state to Idle.

In response to the Stop event (initiated by either system or
operator) the local system sends NOTIFI CATI ON nessage with Error
Code Cease and changes its state to Ildle.
The Start event is ignored in the QpenConfirmstate.
In response to any other event the | ocal system sends NOTI FI CATI ON
nmessage with Error Code Finite State Machine Error and changes its
state to Idle.
Whenever BGW changes its state from QpenConfirmto Idle, it
cl oses the BGW (and transport-|evel) connection and rel eases al
resources associated with that connection.

Est abl i shed state:

In the Established state BGW can exchange UPDATE, NOTI FI CATI ON,
and KEEPALI VE nessages with its peer.

Thal er I nf or mat i onal [ Page 37]



RFC 3913 BGWP: Protocol Specification Sept enber 2004

9.

Thal er

If the I ocal systemreceives an UPDATE or KEEPALI VE nessage, it
restarts its Hold Tinmer, if the negotiated Hold Tinme value is
non- zer o.

If the | ocal systemreceives a NOTIFI CATI ON nessage, it changes
its state to Idle.

If the I ocal systemreceives an UPDATE nessage and the UPDATE
nessage error handling procedure (see Section 6.3) detects an
error, the local system sends a NOTI FI CATI ON nessage and changes
its state to ldle.

If a disconnect notification is received fromthe underlying
transport protocol, the |ocal systemchanges its state to Idle.

If the Hold Timer expires, the local system sends a NOTI FI CATI ON
nessage with Error Code Hold Tinmer Expired and changes its state
to Idle.

If the KeepAlive tiner expires, the |local system sends a KEEPALI VE
nmessage and restarts its KeepAlive tiner.

Each time the | ocal system sends a KEEPALI VE or UPDATE nessage, it
restarts its KeepAlive tinmer, unless the negotiated Hold Tine
value is zero

In response to the Stop event (initiated by either system or
operator), the local system sends a NOTI FI CATI ON nessage with
Error Code Cease and changes its state to Idle.

The Start event is ignored in the Established state.

In response to any ot her event, the |ocal system sends
NOTI FI CATI ON nessage with Error Code Finite State Machi ne Error
and changes its state to Idle.

Whenever BGWP changes its state from Established to Idle, it

cl oses the BGW (and transport-|evel) connection, rel eases al
resources associated with that connection, and deletes all routes
derived fromthat connection

Security Considerations

I f a BGWP speaker accepts unauthorized or altered BGW nessages,
deni al of service due to excess bandw dth consunption or |ack of
mul ti cast connectivity can result. Authentication of BGW nessages
can protect against this behavior.
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A BGWP i npl enentati on MJUST i npl enent Keyed MD5 [ RFC2385] to secure

control nessages, and MUST be capable of interoperating with peers

that do not support it. However, if one side of the connection is

configured with Keyed MD5 and the other side is not, the connection
SHOULD NOT be establi shed.

This provides a weak security nechanism as it is still possible for
deni al of service to occur as a result of nessages relayed through a
trusted peer. However, this nodel is the sane as the currently
practiced security nmechanismfor BGP. It is anticipated that future
work will provide different stronger mechanisns for dealing with
these issues in routing protocols.
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