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Abstract

To participate in wide-area | P networking, a host needs to be
configured with IP addresses for its interfaces, either nanually by
the user or automatically froma source on the network such as a
Dynam ¢ Host Configuration Protocol (DHCP) server. Unfortunately,
such address configuration informati on may not al ways be avail abl e.
It is therefore beneficial for a host to be able to depend on a
useful subset of I P networking functions even when no address
configuration is available. This docunent describes how a host may
automatically configure an interface with an | Pv4 address within the
169. 254/ 16 prefix that is valid for conmunication with other devices
connected to the sane physical (or logical) link.

| Pv4 Link-Local addresses are not suitable for comunication with
devices not directly connected to the same physical (or |ogical)
link, and are only used where stable, routable addresses are not
avai l abl e (such as on ad hoc or isolated networks). This docunent
does not recommend that |Pv4 Link-Local addresses and routable
addresses be configured sinmultaneously on the sane interface.
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1. Introduction

As the Internet Protocol continues to growin popularity, it becones
increasingly valuable to be able to use famliar IP tools such as FTP
not only for global comunication, but for |ocal comunication as
wel . For exanple, two people with | aptop conputers supporting | EEE
802.11 Wreless LANs [802.11] may neet and wi sh to exchange files.

It is desirable for these people to be able to use IP application
software w t hout the inconveni ence of having to manually configure
static | P addresses or set up a DHCP server [RFC2131].

Thi s docunent describes a nethod by which a host nmay automatically
configure an interface with an I Pv4 address in the 169.254/16 prefix
that is valid for Link-Local communication on that interface. This
is especially valuable in environnents where no other configuration
nmechanismis available. The IPv4 prefix 169.254/16 is registered
with the ANA for this purpose. Allocation of |IPv6 Link-Local
addresses is described in "IPv6 Statel ess Address Autoconfiguration”
[ RFC2462] .

Li nk- Local conmmuni cation using | Pv4 Link-Local addresses is only
suitable for comruni cation with other devices connected to the sane
physical (or logical) link. Link-Local comunication using |Pv4

Li nk- Local addresses is not suitable for conmunication with devices
not directly connected to the same physical (or logical) link

M crosoft Wndows 98 (and later) and Mac OS 8.5 (and | ater) already
support this capability. This docunent standardizes usage,
prescribing rules for how I Pv4 Link-Local addresses are to be treated
by hosts and routers. |In particular, it describes howrouters are to
behave when receiving packets with | Pv4 Link-Local addresses in the
source or destination address. Wth respect to hosts, it discusses
claim ng and defendi ng addresses, maintaining Link-Local and routable
| Pv4 addresses on the sane interface, and multi-honi ng issues.

1.1. Requirenents
The key words "MJST", "MJST NOT", "REQU RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMVENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in "Key words for use in
RFCs" [ RFC2119].

1.2. Termnol ogy
Thi s docunment describes Link-Local addressing, for |IPv4 comunication

between two hosts on a single link. A set of hosts is considered to
be "on the sanme link", if:
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- when any host A fromthat set sends a packet to any other host B
in that set, using unicast, multicast, or broadcast, the entire
i nk-1ayer packet payload arrives unnodified, and

- a broadcast sent over that link by any host fromthat set of hosts
can be received by every other host in that set

The |ink-1ayer *header* may be nodified, such as in Token Ring Source
Routing [802.5], but not the link-layer *payload*. |In particular, if
any device forwarding a packet nodifies any part of the |IP header or

| P payl oad then the packet is no | onger considered to be on the sane
link. This neans that the packet may pass through devices such as
repeaters, bridges, hubs or switches and still be considered to be on
the same |ink for the purpose of this docunment, but not through a
device such as an I P router that decrenments the TTL or otherw se

nodi fies the | P header.

Thi s docunent uses the term"routable address” to refer to all valid
uni cast | Pv4 addresses outside the 169.254/16 prefix that may be
forwarded via routers. This includes all global |IP addresses and
private addresses such as Net 10/8 [ RFC1918], but not | oopback
addresses such as 127.0.0. 1.

Wherever this docunent uses the term "host" when describing use of

| Pv4 Link-Local addresses, the text applies equally to routers when
they are the source of or intended destination of packets containing
| Pv4 Link-Local source or destination addresses.

Wher ever this docunent uses the term "sender |P address" or "target

| P address” in the context of an ARP packet, it is referring to the
fields of the ARP packet identified in the ARP specification [ RFC326]
as "ar$spa" (Sender Protocol Address) and "ar$tpa" (Target Protocol
Address) respectively. For the usage of ARP described in this
docunent, each of these fields always contains an | P address.

In this document, the term"ARP Probe" is used to refer to an ARP
Request packet, broadcast on the local link, with an all-zero ’sender
| P address’. The ’'sender hardware address’ MJST contain the hardware
address of the interface sending the packet. The ’'target hardware
address’ field is ignhored and SHOULD be set to all zeroes. The
"target | P address’ field MUST be set to the address being probed.

In this docunent, the term"ARP Announcenent” is used to refer to an
ARP Request packet, broadcast on the local link, identical to the ARP
Probe descri bed above, except that both the sender and target IP
address fields contain the | P address bei ng announced.
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Constants are introduced in all capital letters. Their values are
given in Section 9.

1.3. Applicability

This specification applies to all |EEE 802 Local Area Networks (LANs)
[802], including Ethernet [802.3], Token-Ring [802.5] and | EEE 802. 11
wireless LANs [802.11], as well as to other |ink-layer technol ogies
that operate at data rates of at least 1 Mps, have a round-trip

| atency of at nbst one second, and support ARP [ RFC826]. \Wherever
this docunment uses the term"| EEE 802", the text applies equally to
any of these network technol ogi es.

Li nk-1ayer technol ogi es that support ARP but operate at rates below 1
Mops or | atenci es above one second may need to specify different
val ues for the follow ng paraneters:

(a) the nunber of, and interval between, ARP probes, see PROBE_NUM
PROBE_M N, PROBE _MAX defined in Section 2.2.1

(b) the nunber of, and interval between, ARP announcenents, see
ANNOUNCE_NUM and ANNOUNCE_I NTERVAL defined in Section 2.4

(c) the maxinumrate at which address claining may be attenpted, see
RATE_LIM T_I NTERVAL and MAX CONFLI CTS defined in Section 2.2.1

(d) the tine interval between conflicting ARPs bel ow which a host
MUST reconfigure instead of attenpting to defend its address, see
DEFEND_| NTERVAL defined in Section 2.5

Li nk-1ayer technol ogi es that do not support ARP rmay be able to use
ot her techni ques for determ ning whether a particular |IP address is
currently in use. However, the application of claimand-defend
nmechani sns to such networks is outside the scope of this docunent.

This specification is intended for use with small ad hoc networks --
a single link containing only a few hosts. Although 65024 |Pv4

Li nk- Local addresses are available in principle, attenpting to use
all those addresses on a single link would result in a high
probability of address conflicts, requiring a host to take an

i nordinate amount of time to find an avail abl e address.

Net wor k operators with nore than 1300 hosts on a single Iink may want
to consider dividing that single link into two or nore subnets. A
host connecting to a link that already has 1300 hosts, selecting an
| Pv4 Link-Local address at random has a 98% chance of selecting an
unused | Pv4 Link-Local address on the first try. A host has a 99.96%
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chance of selecting an unused |Pv4 Link-Local address within two
tries. The probability that it will have to try nore than ten tines
is about 1 in 10717.

1.4. Application Layer Protocol Considerations

| Pv4 Link-Local addresses and their dynam c configuration have

prof ound inplications upon applications which use them This is

di scussed in Section 6. Many applications fundanentally assume that
addresses of communicating peers are routable, relatively unchangi ng
and uni que. These assunptions no |Ionger hold with | Pv4 Link-Local
addresses, or a nixture of Link-Local and routable |Pv4 addresses.

Therefore while many applications will work properly with IPv4 Link-
Local addresses, or a mxture of Link-Local and routable |Pv4
addresses, others nay do so only after nodification, or will exhibit
reduced or partial functionality.

In sone cases it may be infeasible for the application to be nodified
to operate under such conditions.

| Pv4 Link-Local addresses should therefore only be used where stable,
rout abl e addresses are not avail able (such as on ad hoc or isolated
networks) or in controlled situations where these limtations and
their inpact on applications are understood and accepted. This
docunent does not recomrend that |Pv4 Link-Local addresses and

rout abl e addresses be configured sinmultaneously on the sane

i nterface.

Use of | Pv4 Link-Local addresses in off-link communication is |likely
to cause application failures. This can occur within any application
that includes enbedded addresses, if an | Pv4 Link-Local address is
enbedded when conmunicating with a host that is not on the Iink
Exanpl es of applications that enbed addresses include |Psec, Kerberos
4/5, FTP, RSVP, SMIP, SIP, X-Wndows/Xterni Tel net, Real Audio, H. 323,
and SNWP [ RFC3027] .

To preclude use of |Pv4 Link-Local addresses in off-Ilink
comuni cation, the follow ng cautionary neasures are advi sed:

a. | Pv4 Link-Local addresses MJUST NOT be configured in the DNS
Mappi ng from | Pv4 addresses to host names is conventionally done
by issuing DNS queries for nanmes of the form
"X.X.X.X.in-addr.arpa." Wen used for |ink-Ilocal addresses, which
have significance only on the local link, it is inappropriate to
send such DNS queries beyond the local link. DNS clients MJST NOT
send DNS queries for any nanme that falls within the
"254.169.in-addr.arpa." domain.
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1.

1.

DNS recursive name servers receiving queries from non-conpliant
clients for nanes within the "254.169.in-addr.arpa." domain MJST
by default return RCODE 3, authoritatively asserting that no such
nane exi sts in the Donain Name System

b. Nanmes that are globally resolvable to routabl e addresses shoul d be
used within applications whenever they are avail able. Nanes that
are resolvable only on the local |ink (such as through use of
protocols such as Link Local Milticast Nanme Resol ution [LLWNR])
MJUST NOT be used in off-link comunication. |Pv4 addresses and
names that can only be resolved on the local |ink SHOULD NOT be
forwarded beyond the local link. |Pv4 Link-Local addresses SHOULD
only be sent when a Link-Local address is used as the source
and/ or destination address. This strong advice shoul d hi nder
linmted scope addresses and nanmes fromleaving the context in
whi ch they apply.

c. If names resolvable to globally routable addresses are not
avail able, but the globally routable addresses are, they should be
used instead of |Pv4 Link-Local addresses.

Aut oconfi guration |ssues

| npl ement ati ons of | Pv4 Link-Local address autoconfiguration MJST
expect address conflicts, and MJST be prepared to handl e them
gracefully by automatically selecting a new address whenever a
conflict is detected, as described in Section 2. This requirenment to
detect and handl e address conflicts applies during the entire period
that a host is using a 169.254/16 |Pv4 Link-Local address, not just
during initial interface configuration. For exanple, address
conflicts can occur well after a host has conpleted booting if two
previously separate networks are joined, as described in Section 4.

Al ternate Use Prohibition

Note that addresses in the 169.254/16 prefix SHOULD NOT be configured
manual |y or by a DHCP server. Manual or DHCP configuration nmay cause
a host to use an address in the 169.254/16 prefix w thout follow ng
the special rules regarding duplicate detection and autonatic
configuration that pertain to addresses in this prefix. Wile the
DHCP specification [ RFC2131] indicates that a DHCP client SHOULD
probe a newly received address with ARP, this is not nandatory.
Simlarly, while the DHCP specification recommends that a DHCP server
SHOULD probe an address using an | CMP Echo Request before allocating
it, this is also not nmandatory, and even if the server does this,

| Pv4 Link-Local addresses are not routable, so a DHCP server not
directly connected to a link cannot detect whether a host on that
link is already using the desired |IPv4 Link-Local address.
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Adm ni strators wishing to configure their own |ocal addresses (using
manual configuration, a DHCP server, or any other mechani sm not
described in this docunent) should use one of the existing private
address prefixes [RFC1918], not the 169.254/16 prefix.

1.7. Miltiple Interfaces
Addi tional considerations apply to hosts that support nore than one
active interface where one or nore of these interfaces support |Pv4
Li nk- Local address configuration. These considerations are discussed
in Section 3.

1.8. Conmuni cation with Routabl e Addresses

There will be cases when devices with a configured Link-Local address
will need to conmunicate with a device with a routabl e address
configured on the sane physical link, and vice versa. The rules in

Section 2.6 allow this comruni cati on.

This allows, for exanple, a |aptop conputer with only a routable
address to comunicate with web servers world-wide using its

gl obal | y-routabl e address while at the sane tinme printing those web
pages on a local printer that has only an | Pv4 Link-Local address.

1.9. Wen to configure an | Pv4 Link-Local address

Havi ng addresses of multiple different scopes assigned to an
interface, with no adequate way to deternine in what circunstances
each address shoul d be used, leads to conplexity for applications and
confusion for users. A host with an address on a |link can

comuni cate with all other devices on that |ink, whether those

devi ces use Link-Local addresses, or routable addresses. For these
reasons, a host SHOULD NOT have both an operabl e routabl e address and
an | Pv4 Link-Local address configured on the sane interface. The
term "operabl e address" is used to nean an address whi ch works
effectively for comunication in the current network context (see

bel ow). Wien an operable routable address is avail able on an
interface, the host SHOULD NOT al so assign an | Pv4 Link-Local address
on that interface. However, during the transition (in either
direction) between using routable and | Pv4 Link-Local addresses both
MAY be in use at once subject to these rules:

1. The assignnment of an |Pv4 Link-Local address on an interface is
based solely on the state of the interface, and is independent
of any other protocols such as DHCP. A host MJST NOT alter its
behavi or and use of other protocols such as DHCP because the
host has assigned an | Pv4 Link-Local address to an interface.
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2. If a host finds that an interface that was previously
configured with an | Pv4 Link-Local address now has an operable
rout abl e address avail able, the host MJST use the routable
address when initiating new comuni cati ons, and MJST cease
advertising the availability of the IPv4 Link-Local address
t hr ough what ever nechani snms that address had been nade known to
others. The host SHOULD continue to use the |IPv4 Link-Local
address for conmunications al ready underway, and MAY conti nue
to accept new communi cati ons addressed to the |IPv4 Link-Local
address. Ways in which an operabl e routabl e address m ght
becone avail able on an interface include:

* Manual configuration

* Address assignnment through DHCP

* Roami ng of the host to a network on which a previously
assi gned address becones operabl e

3. If a host finds that an interface no | onger has an operable
rout abl e address avail able, the host MAY identify a usable |Pv4
Li nk- Local address (as described in section 2) and assign that
address to the interface. Ways in which an operable routable
address mnight cease to be available on an interface include:

* Renoval of the address fromthe interface through
manual configuration

* Expiration of the | ease on the address assigned through
DHCP

* Roaning of the host to a new network on which the
address is no | onger operable.

The determination by the system of whether an address is "operable"
is not clear cut and many changes in the system context (e.g.,

router changes) may affect the operability of an address. In
particul ar roam ng of a host fromone network to another is likely --
but not certain -- to change the operability of a configured address

but detecting such a nove is not always trivial
"Detection of Network Attachment (DNA) in |IPv4" [DNAv4] provides
further discussion of address assignment and operability
det erm nati on
2. Address Sel ection, Defense and Delivery
The followi ng section explains the | Pv4 Link-Local address selection

al gorithm how | Pv4 Link-Local addresses are defended, and how | Pv4
packets with I Pv4 Link-Local addresses are delivered.
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W ndows and Mac OS hosts that already inplenment Link-Local |Pv4
address auto-configuration are conpatible with the rules presented in
this section. However, should any interoperability problem be

di scovered, this docunment, not any prior inplenentation, defines the
st andard.

2.1. Link-Local Address Sel ection

When a host wi shes to configure an |IPv4 Link-Local address, it

sel ects an address using a pseudo-random nunber generator with a
uniformdistribution in the range from 169.254.1.0 to 169. 254. 254. 255
i ncl usi ve.

The I Pv4 prefix 169.254/16 is registered with the ANA for this
purpose. The first 256 and | ast 256 addresses in the 169.254/16
prefix are reserved for future use and MJUST NOT be sel ected by a host
using this dynam c configuration nmechani sm

The pseudo-random nunber generation al gorithm MJST be chosen so that
different hosts do not generate the same sequence of numbers. |If the
host has access to persistent information that is different for each
host, such as its | EEE 802 MAC address, then the pseudo-random nunber
generator SHOULD be seeded using a value derived fromthis
information. This nmeans that even without using any other persistent
storage, a host will usually select the same | Pv4 Link-Local address
each tine it is booted, which can be convenient for debuggi ng and

ot her operational reasons. Seeding the pseudo-random nunber
generator using the real-tinme clock or any other infornmation which is
(or may be) identical in every host is NOT suitable for this purpose,
because a group of hosts that are all powered on at the sanme tine

m ght then all generate the same sequence, resulting in a never-
endi ng series of conflicts as the hosts nove in | ock-step through
exactly the sane pseudo-random sequence, conflicting on every address
t hey probe.

Hosts that are equi pped with persistent storage MAY, for each
interface, record the | Pv4 address they have selected. On booting,
hosts with a previously recorded address SHOULD use that address as
their first candi date when probing. This increases the stability of
addresses. For exanple, if a group of hosts are powered off at

ni ght, then when they are powered on the next norning they will all
resume using the sane addresses, instead of picking different
addresses and potentially having to resolve conflicts that arise.
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2.2. Caimng a Link-Local Address

After it has selected an | Pv4 Link-Local address, a host MJST test to
see if the I Pv4 Link-Local address is already in use before beginning
to use it. Wien a network interface transitions froman inactive to
an active state, the host does not have know edge of what | Pv4 Link-
Local addresses may currently be in use on that link, since the point
of attachnment nay have changed or the network interface may have been
i nactive when a conflicting address was cl ai ned.

Were the host to immediately begin using an | Pv4 Link-Local address
which is already in use by another host, this would be disruptive to
that other host. Since it is possible that the host has changed its
poi nt of attachment, a routable address nay be obtai nable on the new
network, and therefore it cannot be assuned that an | Pv4 Link-Local
address is to be preferred.

Bef ore using the I Pv4 Link-Local address (e.g., using it as the
source address in an | Pv4 packet, or as the Sender |Pv4 address in an
ARP packet) a host MJUST performthe probing test described belowto
achi eve better confidence that using the IPv4 Link-Local address will
not cause di sruption.

Exanpl es of events that involve an interface becom ng active include:

Reboot / startup
Wake fromsleep (if network interface was inactive during sleep)
Bringing up previously inactive network interface
| EEE 802 hardware |ink-state change (appropriate for the
nmedi a type and security mechani snms which apply) indicates
that an interface has becone active.
Association with a wireless base station or ad hoc network.

A host MJST NOT performthis check periodically as a matter of
course. This would be a waste of network bandwi dth, and is
unnecessary due to the ability of hosts to passively discover
conflicts, as described in Section 2.5.

2.2.1. Probe details

On a link-layer such as | EEE 802 that supports ARP, confli ct
detection is done using ARP probes. On |ink-layer technol ogies that
do not support ARP other techniques may be avail able for determning
whet her a particular I1Pv4 address is currently in use. However, the
application of claimand-defend mechani sms to such networks is
outsi de the scope of this docunent.
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A host probes to see if an address is already in use by broadcasting
an ARP Request for the desired address. The client MUST fill in the
"sender hardware address’ field of the ARP Request with the hardware
address of the interface through which it is sending the packet. The
"sender | P address’ field MUST be set to all zeroes, to avoid
pol I uti ng ARP caches in other hosts on the same link in the case
where the address turns out to be already in use by another host.

The "target hardware address’ field is ignored and SHOULD be set to
all zeroes. The 'target IP address’ field MJUST be set to the address
bei ng probed. An ARP Request constructed this way with an all-zero
"sender | P address’ is referred to as an "ARP Probe".

When ready to begin probing, the host should then wait for a random
time interval selected uniformy in the range zero to PROBE WAIT
seconds, and should then send PROBE_NUM probe packets, each of these
probe packets spaced randomy, PROBE_ M N to PROBE_MAX seconds apart.
If during this period, fromthe begi nning of the probing process
until ANNOUNCE WAI T seconds after the | ast probe packet is sent, the
host receives any ARP packet (Request *or* Reply) on the interface
where the probe is being performed where the packet’'s 'sender |IP
address’ is the address being probed for, then the host MJST treat
this address as being in use by sone other host, and MJST sel ect a
new pseudo-random address and repeat the process. |In addition, if
during this period the host receives any ARP Probe where the packet’s
"target I P address’ is the address being probed for, and the packet’s
"sender hardware address’ is not the hardware address of the
interface the host is attenpting to configure, then the host MJST
simlarly treat this as an address conflict and sel ect a new address
as above. This can occur if two (or nore) hosts attenpt to configure
the sanme | Pv4 Link-Local address at the sanme tine.

A host should nmaintain a counter of the nunmber of address conflicts
it has experienced in the process of trying to acquire an address,
and if the nunber of conflicts exceeds MAX CONFLI CTS then the host
MUST linmit the rate at which it probes for new addresses to no nore
t han one new address per RATE LIMT_INTERVAL. This is to prevent
catastrophic ARP stornms in pathological failure cases, such as a
rogue host that answers all ARP probes, causing legitimte hosts to
go into an infinite loop attenpting to select a usabl e address.

I f, by ANNOUNCE WAI T seconds after the transm ssion of the |last ARP
Probe no conflicting ARP Reply or ARP Probe has been received, then
the host has successfully clained the desired | Pv4 Link-Local

addr ess.
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2.3. Shorter Tineouts

Net wor k technol ogi es nay energe for which shorter delays are
appropriate than those required by this docunent. A subsequent |ETF
publi cation nmay be produced providing guidelines for different val ues
for PROBE_WAI T, PROBE_NUM PROBE_M N and PROBE_MAX on those

t echnol ogi es.

2. 4. Announci ng an Address

Havi ng probed to determnine a unique address to use, the host MJST

t hen announce its clainmed address by broadcasti ng ANNOUNCE NUM ARP
announcenents, spaced ANNOUNCE | NTERVAL seconds apart. An ARP
announcenent is identical to the ARP Probe described above, except
that now the sender and target |IP addresses are both set to the
host’s newy sel ected | Pv4 address. The purpose of these ARP
announcenents is to nake sure that other hosts on the |ink do not
have stale ARP cache entries |left over from sone other host that may
previ ously have been using the sane address.

2.5. Conflict Detection and Defense

Address conflict detection is not limted to the address sel ection
phase, when a host is sending ARP probes. Address conflict detection
is an ongoing process that is in effect for as long as a host is
using an | Pv4 Link-Local address. At any time, if a host receives an
ARP packet (request *or* reply) on an interface where the 'sender |IP
address’ is the IP address the host has configured for that

interface, but the 'sender hardware address’ does not match the
hardwar e address of that interface, then this is a conflicting ARP
packet, indicating an address conflict.

A host MJIST respond to a conflicting ARP packet as described in
either (a) or (b) bel ow

(a) Upon receiving a conflicting ARP packet, a host MAY elect to
i medi ately configure a new | Pv4 Link-Local address as descri bed
above, or

(b) If a host currently has active TCP connections or other reasons
to prefer to keep the sane | Pv4 address, and it has not seen any
other conflicting ARP packets within the | ast DEFEND | NTERVAL
seconds, then it MAY elect to attenpt to defend its address by
recording the tinme that the conflicting ARP packet was received, and
t hen broadcasting one single ARP announcenent, giving its own |IP and
har dwar e addresses as the sender addresses of the ARP. Having done
this, the host can then continue to use the address normally w t hout
any further special action. However, if this is not the first
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conflicting ARP packet the host has seen, and the time recorded for
the previous conflicting ARP packet is recent, w thin DEFEND | NTERVAL
seconds, then the host MJST i nmedi ately cease using this address and
configure a new | Pv4 Link-Local address as described above. This is
necessary to ensure that two hosts do not get stuck in an endl ess

|l oop with both hosts trying to defend the sane address.

A host MJIST respond to conflicting ARP packets as described in either
(a) or (b) above. A host MJST NOT ignore conflicting ARP packets.

Forced address reconfiguration may be disruptive, causing TCP
connections to be broken. However, it is expected that such

di sruptions will be rare, and if inadvertent address duplication
happens, then disruption of comunication is inevitable, no matter
how t he addresses were assigned. It is not possible for two

di fferent hosts using the same | P address on the sanme network to
operate reliably.

Bef or e abandoni ng an address due to a conflict, hosts SHOULD actively
attenpt to reset any existing connections using that address. This
mtigates sone security threats posed by address reconfiguration, as
di scussed in Section 5.

| medi ately configuring a new address as soon as the conflict is
detected is the best way to restore useful conmunication as quickly
as possi ble. The mechani sm descri bed above of broadcasting a single
ARP announcenent to defend the address nmitigates the problem
somewhat, by helping to inprove the chance that one of the two
conflicting hosts nay be able to retain its address.

Al'l ARP packets (*replies* as well as requests) that contain a Link-
Local ’'sender |P address’ MJST be sent using |link-1ayer broadcast
instead of link-layer unicast. This aids tinmely detection of
duplicate addresses. An exanple illustrating how this helps is given
in Section 4.

2.6. Address Usage and Forwardi ng Rul es
A host inplenmenting this specification has additional rules to
conformto, whether or not it has an interface configured with an
| Pv4 Link-Local address.
2.6.1. Source Address Usage
Since each interface on a host may have an | Pv4 Link-Local address in

addition to zero or nore other addresses configured by other neans
(e.g., manually or via a DHCP server), a host may have to make a
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choi ce about what source address to use when it sends a packet or
initiates a TCP connecti on.

Where both an | Pv4 Link-Local and a routable address are avail able on
the sanme interface, the routabl e address should be preferred as the
source address for new communi cations, but packets sent fromor to
the I Pv4 Link-Local address are still delivered as expected. The

| Pv4 Link-Local address nay continue to be used as a source address
in comuni cati ons where switching to a preferred address woul d cause
conmuni cations failure because of the requirenents of an upper-I|ayer
protocol (e.g., an existing TCP connection). For nore details, see
Section 1.7.

A multi-homed host needs to select an outgoing interface whether or
not the destination is an | Pv4 Link-Local address. Details of that
process are beyond the scope of this specification. After selecting
an interface, the multi-homed host should send packets involving |Pv4
Li nk- Local addresses as specified in this docunent, as if the
selected interface were the host’s only interface. See Section 3 for
further discussion of nulti-honed hosts.

2.6.2. Forwarding Rul es

Whi chever interface is used, if the destination address is in the
169. 254/ 16 prefix (excluding the address 169.254. 255. 255, which is

t he broadcast address for the Link-Local prefix), then the sender
MUST ARP for the destination address and then send its packet
directly to the destination on the same physical link. This MJST be
done whether the interface is configured with a Link-Local or a

rout abl e 1 Pv4 address.

In many network stacks, achieving this functionality may be as sinple
as adding a routing table entry indicating that 169.254/16 is
directly reachable on the local link. This approach will not work
for routers or multi-homed hosts. Refer to section 3 for nore

di scussion of nulti-honed hosts.

The host MJST NOT send a packet with an I Pv4 Link-Local destination
address to any router for forwarding.

If the destination address is a unicast address outside the

169. 254/ 16 prefix, then the host SHOULD use an appropriate routable
| Pv4 source address, if it can. |If for any reason the host chooses
to send the packet with an | Pv4 Link-Local source address (e.g., no
routabl e address is available on the selected interface), then it
MUST ARP for the destination address and then send its packet, with
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an | Pv4 Link-Local source address and a routable destination |IPv4
address, directly to its destination on the same physical link. The
host MJUST NOT send the packet to any router for forwarding.

In the case of a device with a single interface and only an Link-
Local IPv4 address, this requirenent can be paraphrased as "ARP for
everything".

In many network stacks, achieving this "ARP for everything" behavior
may be as sinple as having no primary I P router configured, having
the primary I P router address configured to 0.0.0.0, or having the
primary I P router address set to be the sane as the host’s own Link-
Local |Pv4 address. For suggested behavior in multi-honed hosts, see
Section 3.

2.7. Link-Local Packets Are Not Forwarded

A sensible default for applications which are sending froman | Pv4

Li nk-Local address is to explicitly set the IPv4d TTL to 1. This is
not appropriate in all cases as sonme applications my require that

the IPv4 TTL be set to other val ues.

An | Pv4 packet whose source and/or destination address is in the
169. 254/ 16 prefix MJUST NOT be sent to any router for forwarding, and
any network device receiving such a packet MJUST NOT forward it,
regardless of the TTL in the I Pv4 header. Simlarly, a router or

ot her host MJUST NOT indiscrimnately answer all ARP Requests for
addresses in the 169.254/16 prefix. A router may of course answer
ARP Requests for one or nore |Pv4 Link-Local address(es) that it has
legitimately clained for its own use according to the clai mand-
defend protocol described in this docunent.

This restriction also applies to multicast packets. |Pv4 packets
with a Link-Local source address MJST NOT be forwarded outside the
local link even if they have a nulticast destination address.

2.8. Link-Local Packets are Local

The non-forwarding rule neans that hosts may assune that al

169. 254/ 16 destination addresses are "on-link" and directly
reachable. The 169. 254/ 16 address prefix MJST NOT be subnett ed.
This specification utilizes ARP-based address conflict detection,
whi ch functions by broadcasting on the |ocal subnet. Since such
broadcasts are not forwarded, were subnetting to be allowed then
address conflicts could remai n undet ect ed.
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Thi s does not nean that Link-Local devices are forbidden from any
conmuni cation outside the local link. |P hosts that inplenment both
Li nk- Local and conventional routable |Pv4 addresses may still use
their routabl e addresses without restriction as they do today.

2.9. Higher-Layer Protocol Considerations
Simlar considerations apply at |ayers above |P.

For exampl e, designers of Wb pages (including autonatically

gener ated web pages) SHOULD NOT contain links with enbedded | Pv4

Li nk- Local addresses if those pages are viewable from hosts outside
the local link where the addresses are valid.

As | Pv4 Link-Local addresses may change at any tinme and have linited
scope, |Pv4 Link-Local addresses MJUST NOT be stored in the DNS

2.10. Privacy Concerns

Anot her reason to restrict |eakage of |Pv4 Link-Local addresses
outside the local link is privacy concerns. |If |Pv4 Link-Local
addresses are derived froma hash of the MAC address, sone argue that
they could be indirectly associated with an individual, and thereby

used to track that individual’s activities. Wthin the local |ink
the hardware addresses in the packets are all directly observable, so
as long as |1 Pv4 Link-Local addresses don't |eave the local link they

provide no nore information to an intruder than could be gai ned by
di rect observation of hardware addresses.

2.11. | nteraction between DHCPv4 client and | Pv4 Li nk-Local State
Machi nes

As docunented in Appendix A, early inplenmentations of |Pv4 Link-Loca
have nodified the DHCP state nmachine. Field experience shows that
these nodifications reduce the reliability of the DHCP service.

A device that inplenents both I Pv4 Link-Local and a DHCPv4 cli ent
shoul d not alter the behavior of the DHCPv4 client to accommpdat e
| Pv4 Link-Local configuration. |In particular configuration of an

| Pv4 Link-Local address, whether or not a DHCP server is currently
responding, is not sufficient reason to unconfigure a valid DHCP

| ease, to stop the DHCP client fromattenpting to acquire a new I P
address, to change DHCP tineouts or to change the behavior of the
DHCP state machine in any other way.

Further discussion of this issue is provided in "Detection of Network
Attachrment (DNA) in | Pv4" [ DNAv4].
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3. Considerations for Multiple Interfaces

The considerations outlined here al so apply whenever a host has
multiple | P addresses, whether or not it has multiple physical
interfaces. Oher exanples of nultiple interfaces include different

| ogi cal endpoints (tunnels, virtual private networks etc.) and

mul tiple | ogical networks on the same physical medium This is often
referred to as "multi-hom ng".

Hosts whi ch have nore than one active interface and elect to

i npl enent dynami c configuration of |Pv4 Link-Local addresses on one
or nore of those interfaces will face various problens. This section
lists these problens but does no nore than indicate how one m ght
solve them At the tine of this witing, there is no silver bullet
whi ch sol ves these problens in all cases, in a general way.

| npl ementors must think through these i ssues before inplenmenting the
protocol specified in this docunent on a system which may have nore
than one active interface as part of a TCP/IP stack capabl e of

mul ti-hom ng.

3.1. Scoped Addresses

A host nay be attached to nore than one network at the same tine. It
woul d be nice if there was a single address space used in every
network, but this is not the case. Addresses used in one network, be
it a network behind a NAT or a |ink on which |IPv4 Link-Local
addresses are used, cannot be used in another network and have the
sane effect.

It would also be nice if addresses were not exposed to applications,
but they are. Most software using TCP/IP which await nessages
receives fromany interface at a particular port nunber, for a

particular transport protocol. Applications are generally only aware
(and care) that they have received a nessage. The application knows
the address of the sender to which the application will reply.

The first scoped address problemis source address selection. A

mul ti-honed host has nore than one address. \Which address shoul d be
used as the source address when sending to a particul ar destination?
This question is usually answered by referring to a routing table,
whi ch expresses on which interface (with which address) to send, and
how to send (should one forward to a router, or send directly). The
choice is made conplicated by scoped addresses because the address
range in which the destination |lies nmay be anbi guous. The table may
not be able to yield a good answer. This problemis bound up with
next-hop sel ection, which is discussed in Section 3. 2.
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The second scoped address problem arises from scoped paraneters
| eaki ng outside their scope. This is discussed in Section 7.

It is possible to overcone these problens. One way is to expose
scope information to applications such that they are al ways aware of
what scope a peer is in. This way, the correct interface could be
sel ected, and a safe procedure could be followed with respect to
forwardi ng addresses and ot her scoped paraneters. There are other
possi bl e approaches. None of these nethods have been standardi zed
for IPv4 nor are they specified in this docunent. A good APl design
could mitigate the problens, either by exposing address scopes to

' scoped- address aware’ applications or by cleverly encapsul ating the
scoping information and |l ogic so that applications do the right thing
wi t hout being aware of address scoping.

An inplementer could undertake to solve these probl ens, but cannot
sinply ignore them Wth sufficient experience, it is hoped that
specifications will emerge explaining howto overcome scoped address
mul ti-hom ng probl ens.

3.2. Address Anbiguity

This is a core problemw th respect to |IPv4 Link-Local destination
addr esses being reachabl e on nore than one interface. Wat should a
host do when it needs to send to Link-Local destination L and L can
be resol ved using ARP on nore than one |ink?

Even if a Link-Local address can be resolved on only one link at a
gi ven nonent, there is no guarantee that it will remain unanbi guous
in the future. Additional hosts on other interfaces may claimthe
address L as well.

One possibility is to support this only in the case where the
application specifically expresses which interface to send from

There is no standard or obvious solution to this problem Existing
application software witten for the I Pv4 protocol suite is largely
i ncapabl e of dealing with address anbiguity. This does not preclude
an inplenmenter fromfinding a solution, witing applications which
are able to use it, and providing a host which can support dynanic
configuration of |IPv4 Link-Local addresses on nore than one

interface. This solution will alnost surely not be generally
applicable to existing software and transparent to hi gher |ayers,
however .

G ven that the | P stack nust have the outbound interface associ ated
with a packet that needs to be sent to a Link-Local destination
address, interface selection nmust occur. The outbound interface
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cannot be derived fromthe packet’'s header parameters such as source
or destination address (e.g., by using the forwarding table |ookup).
Therefore, outbound interface association nust be done explicitly

t hrough ot her means. The specification does not stipulate those
neans.

3.3. Interaction with Hosts wi th Routabl e Addresses

Attention is paid in this specification to transition fromthe use of
| Pv4 Link-Local addresses to routabl e addresses (see Section 1.5).
The intention is to allow a host with a single interface to first
support Link-Local configuration then gracefully transition to the
use of a routable address. Since the host transitioning to the use
of a routable address may tenporarily have nore than one address
active, the scoped address issues described in Section 3.1 wll
apply. Wen a host acquires a routable address, it does not need to
retain its Link-Local address for the purpose of communicating with
ot her devices on the link that are thensel ves using only Link-Local
addresses: any host conforming to this specification knows that
regardl ess of source address an |Pv4 Link-Local destination nust be
reached by forwarding directly to the destination, not via a router;
it is not necessary for that host to have a Link-Local source address
in order to send to a Link-Local destination address.

A host with an | Pv4 Link-Local address nay send to a destination

whi ch does not have an | Pv4 Link-Local address. |[If the host is not
mul ti-honed, the procedure is sinple and unamnbi guous: Using ARP and
forwarding directly to on-link destinations is the default route. |If

the host is nmulti-honmed, however, the routing policy is nore conpl ex,
especially if one of the interfaces is configured with a routable
address and the default route is (sensibly) directed at a router
accessi bl e through that interface. The followi ng exanple illustrates
this problem and provides a common solution to it.

ROUTER- - - - - - - = HOST1L =--------- = HOST2 |
linkl +--------- + link2 #------- +

In the figure above, HOST1 is connected to |inkl and |ink2.

Interface il is configured with a routable address, while i2 is an

| Pv4 Link-Local address. HOST1 has its default route set to ROUTER s
address, through il. HOST1 will route to destinations in 169.254/16
to i2, sending directly to the destination.

HOST2 has a configured (non-Link-Local) |Pv4 address assigned to i3.
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Using a nane resolution or service discovery protocol HOST1 can

di scover HOST2's address. Since HOST2's address is not in

169. 254/ 16, HOST1's routing policy will send datagranms to HOST2 via
il, tothe ROUTER Unless there is a route from ROUTER to HOST2, the
datagrans sent from HOST1 to HOST2 will not reach it.

One solution to this problemis for a host to attenpt to reach any
host locally (using ARP) for which it receives an unreachable | CW
error nmessage (I CMP nessage codes 0, 1, 6 or 7 [RFC792]). The host
tries all its attached links in a round robin fashion. This has been
i npl emrent ed successfully for sone I Pv6 hosts, to circument exactly
this problem In terns of this exanple, HOST1 upon failing to reach
HOST2 via the ROUTER, will attenpt to forward to HOST2 via i2 and
succeed.

It may al so be possible to overconme this probl em using techni ques
described in section 3.2, or other neans not discussed here. This
speci fication does not provide a standard solution, nor does it
preclude inplenenters from supporting nulti-honed configurations,
provi ded that they address the concerns in this section for the
applications which will be supported on the host.

3.4. Unintentional Autoinmune Response

Care nust be taken if a multi-homed host can support nore than one
interface on the sanme link, all of which support |Pv4 Link-Loca

autoconfiguration. |If these interfaces attenpt to allocate the sane
address, they will defend the host against itself -- causing the
claimng algorithmto fail. The sinplest solution to this problemis

to run the al gorithmindependently on each interface configured with
| Pv4 Link-Local addresses.

In particular, ARP packets which appear to claiman address which is
assigned to a specific interface, indicate conflict only if they are
received on that interface and their hardware address is of sone

ot her interface.

If a host has two interfaces on the sane |link, then claimng and
defendi ng on those interfaces nmust ensure that they end up with
different addresses just as if they were on different hosts. Note
that sone of the ways a host may find itself with two interfaces on
the sanme |link may be unexpected and non-obvi ous, such as when a host
has Ethernet and 802.11 wirel ess, but those two |inks are (possibly
even wi thout the know edge of the host’s user) bridged together.
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4.

Heal i ng of Network Partitions

Hosts on disjoint network Iinks nay configure the same | Pv4 Link-
Local address. |If these separate network links are |ater joined or
bri dged together, then there nay be two hosts which are now on the
same link, trying to use the sane address. Wen either host attenpts
to conmuni cate with any other host on the network, it will at sone
poi nt broadcast an ARP packet which will enable the hosts in question
to detect that there is an address conflict.

When t hese address conflicts are detected, the subsequent forced
reconfiguration may be disruptive, causing TCP connections to be
broken. However, it is expected that such disruptions will be rare.
It should be relatively uncomon for networks to be joined while
hosts on those networks are active. Also, 65024 addresses are
avai l abl e for 1Pv4 Link-Local use, so even when two snall networks
are joined, the chance of conflict for any given host is fairly
smal | .

When joining two |arge networks (defined as networks with a
substantial nunber of hosts per segnent) there is a greater chance of
conflict. In such networks, it is likely that the joining of
previously separated segnments will result in one or nore hosts
needi ng to change their |Pv4 Link-Local address, w th subsequent |oss
of TCP connections. |In cases where separation and re-joining is
frequent, as in renotely bridged networks, this could prove

di sruptive. However, unless the nunber of hosts on the joined
segnents is very large, the traffic resulting fromthe join and
subsequent address conflict resolution will be snall.

Sending ARP replies that have | Pv4 Link-Local sender addresses via
broadcast instead of unicast ensures that these conflicts can be
detected as soon as they becone potential problens, but no sooner.
For example, if two disjoint network links are joined, where hosts A
and B have both configured the sane Link-Local address, X, they can
remain in this state until A, B or sonme other host attenpts to
initiate conmunication. |If some other host C now sends an ARP
request for address X, and hosts A and B were to both reply with
conventional unicast ARP replies, then host C m ght be confused, but
A and B still wouldn't know there is a probl em because neither would
have seen the other’s packet. Sending these replies via broadcast
allows A and B to see each other’s conflicting ARP packets and
respond accordingly.

Note that sending periodic gratuitous ARPs in an attenpt to detect
these conflicts sooner is not necessary, wastes network bandwi dth,
and nmay actually be detrinmental. For exanple, if the network links
were joined only briefly, and were separated again before any new
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conmuni cation involving A or B were initiated, then the tenporary
conflict would have been benign and no forced reconfiguration would
have been required. Triggering an unnecessary forced reconfiguration
in this case would not serve any useful purpose. Hosts SHOULD NOT
send periodic gratuitous ARPs.

5. Security Considerations

The use of |Pv4 Link-Local Addresses may open a network host to new
attacks. In particular, a host that previously did not have an IP
address, and no I P stack running, was not susceptible to |IP-based
attacks. By configuring a working address, the host may now be

vul nerable to | P-based attacks.

The ARP protocol [RFC826] is insecure. A malicious host may send
fraudul ent ARP packets on the network, interfering with the correct
operation of other hosts. For exanple, it is easy for a host to
answer all ARP requests with replies giving its own hardware address,
t hereby cl ai mi ng ownership of every address on the network.

NOTE: There are certain kinds of local |inks, such as wreless LANs,

t hat provide no physical security. Because of the existence of these
links it would be very unwise for an inplenenter to assunme that when
a device is conmunicating only on the local link it can dispense with
normal security precautions. Failure to inplenent appropriate
security measures coul d expose users to considerabl e risks.

A host inplenenting | Pv4d Link-Local configuration has an additional
vul nerability to selective reconfiguration and disruption. It is
possible for an on-link attacker to issue ARP packets which would
cause a host to break all its connections by switching to a new
address. The attacker could force the host inplenmenting |IPv4 Link-
Local configuration to select certain addresses, or prevent it from
ever conpleting address selection. This is a distinct threat from
t hat posed by spoofed ARPs, described in the precedi ng paragraph.

| mpl enent ati ons and users should al so note that a node that gives up
an address and reconfigures, as required by section 2.5, allows the
possibility that another node can easily and successfully hijack

exi sting TCP connecti ons.

| mpl enenters are advised that the Internet Protocol architecture
expects every networked device or host nust inplenment security which
is adequate to protect the resources to which the device or host has
access, including the network itself, against known or credible
threats. Even though use of |Pv4 Link-Local addresses may reduce the
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nunber of threats to which a device is exposed, inplenenters of
devi ces supporting the Internet Protocol nust not assunme that a
custoner’s local network is free fromsecurity risks.

While there may be particul ar ki nds of devices, or particular
environnents, for which the security provided by the network is
adequate to protect the resources that are accessible by the device,
it would be nisleading to make a general statenent to the effect that
the requirenent to provide security is reduced for devices using | Pv4
Li nk- Local addresses as a sol e nmeans of access.

In all cases, whether or not |Pv4 Link-Local addresses are used, it
is necessary for inplenenters of devices supporting the Internet
Protocol to analyze the known and credible threats to which a

speci fic host or device m ght be subjected, and to the extent that it
is feasible, to provide security nechani sms which aneliorate or
reduce the risks associated with such threats.

6. Application Progranm ng Considerations

Use of | Pv4 Link-Local autoconfigured addresses presents additi onal
chall enges to witers of applications and may result in existing
application software failing.

6.1. Address Changes, Failure and Recovery

| Pv4 Link-Local addresses used by an application may change over
time. Sone application software encountering an address change wil |
fail. For exanple, existing client TCP connections wll be aborted,
servers whose addresses change will have to be rediscovered, bl ocked
reads and wites will exit with an error condition, and so on.

Vendors produci ng application software which will be used on IP

i npl ement ati ons supporting | Pv4d Link-Local address configuration
SHOULD detect and cope wi th address change events. Vendors producing
| Pv4 i npl ementati ons supporting | Pv4 Link-Local address configuration
SHOULD expose address change events to applications.

6.2. Limted Forwardi ng of Locators

| Pv4 Link-Local addresses MJUST NOT be forwarded via an application
protocol (for exanple in a URL), to a destination that is not on the
sane link. This is discussed further in Sections 2.9 and 3.

Exi sting distributed application software that forwards address
information may fail. For exanple, FTP [ RFC959] (when not using
passive node) transnits the | P address of the client. Suppose a
client starts up and obtains its IPv4 configuration at a tine when it
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has only a Link-Local address. Later, the host gets a global IP
address, and the client contacts an FTP server outside the |ocal

link. If the FTP client transmits its old Link-Local address instead
of its new global IP address in the FTP "port" comrand, then the FTP
server will be unable to open a data connection back to the client,

and the FTP operation will fail.
6.3. Address Anmbiguity

Application software run on a nulti-honed host that supports |Pv4
Li nk- Local address configuration on nore than one interface may fail.

This is because application software assunes that an | Pv4 address is
unanbi guous, that it can refer to only one host. |Pv4 Link-Local
addresses are unique only on a single link. A host attached to
multiple Iinks can easily encounter a situation where the sane
address is present on nore than one interface, or first on one
interface, later on another; in any case associated with nore than
one host. Mdst existing software is not prepared for this anmbiguity.
In the future, application programm ng interfaces could be devel oped
to prevent this problem This issue is discussed in Section 3.

7. Router Considerations

A router MJUST NOT forward a packet with an | Pv4 Link-Local source or
destination address, irrespective of the router’s default route
configuration or routes obtained fromdynani c routing protocols.

A router which receives a packet with an I Pv4 Link-Local source or
destination address MJUST NOT forward the packet. This prevents
forwardi ng of packets back onto the network segnent from which they
originated, or to any other segnent.

8. | ANA Consi derati ons

The | ANA has allocated the prefix 169.254/16 for the use described in
this docunment. The first and |ast 256 addresses in this range

(169. 254. 0. x and 169. 254. 255. x) are allocated by Standards Action, as
defined in "Quidelines for Witing an | ANA" (BCP 26) [RFC2434]. No
other 1 ANA services are required by this docunent.
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The following timng constants are used in this protocol; they are

not intend

PROBE_WAI T
PROBE_NUM
PROBE_M N
PROBE_NMAX

ANNOUNCE_WAI T
ANNOUNCE_NUM

ANNOUNCE_|
MAX_CONFLI

ed to be user configurable.

second (initial random del ay)

(number of probe packets)
second (mnimumdelay till repeated probe)
seconds (maxi mum delay till repeated probe)
seconds (del ay before announcing)

(nunmber of announcenent packets)
NTERVAL seconds (tinme between announcenent packets)
CTS 10 (max conflicts before rate Iimting)

NNNNPFP WP

RATE LI M T_I NTERVAL 60 seconds (delay between successive attenpts)

DEFEND_| NT

10. Ref er enc
10. 1. Nor mat

[ RFC792]

[ RFC826]

[ RFC2119]

[ RFC2434]

ERVAL 10 seconds (mninmuminterval between defensive
ARPS) .
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Appendi x A - Prior |nplenentations

A.1. Apple Mac OS 8.x and 9. x.
Mac OS chooses the | P address on a pseudo-random basis. The sel ected
address is saved in persistent storage for continued use after
reboot, when possible.

Mac OS sends ni ne DHCPDI SCOVER packets, with an interval of two

seconds between packets. |If no response is received fromany of
these requests (18 seconds), it will autoconfigure.
Upon finding that a selected address is in use, Mac S will select a

new random address and try again, at a rate linmted to no nore than
one attenpt every two seconds.

Aut oconfigured Mac OS systens check for the presence of a DHCP server

every five mnutes. |If a DHCP server is found but Mac OS is not
successful in obtaining a new | ease, it keeps the existing
autoconfigured I P address. |If Mac OS is successful at obtaining a

new | ease, it drops all existing connections w thout warning. This
may cause users to | ose sessions in progress. Once a new |l ease is
obtai ned, Mac OS will not allocate further connections using the
aut oconfi gured | P address.

Mac OS systenms do not send packets addressed to a Link-Local address
to the default gateway if one is present; these addresses are always
resol ved on the | ocal segnent.

Mac OS systens by default send all outgoing unicast packets with a
TTL of 255. Al multicast and broadcast packets are also sent with a
TTL of 255 if they have a source address in the 169.254/16 prefix.

Mac OS inpl enents nedia sense where the hardware (and driver

sof tware) supports this. As soon as network connectivity is
detected, a DHCPDI SCOVER wi Il be sent on the interface. This nmeans
that systens will immediately transition out of autoconfigured node
as soon as connectivity is restored.

A. 2. Apple Mac OS X Version 10.2
Mac OS X chooses the I P address on a pseudo-random basis. The
sel ected address is saved in nmenory so that it can be re-used during

subsequent autoconfiguration attenpts during a single boot of the
system
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Aut oconfi guration of a Link-Local address depends on the results of
the DHCP process. DHCP sends two packets, with tineouts of one and
two seconds. |If no response is received (three seconds), it begins
autoconfiguration. DHCP continues sending packets in parallel for a
total time of 60 seconds.

At the start of autoconfiguration, it generates 10 uni que random | P
addresses, and probes each one in turn for 2 seconds. It stops
probing after finding an address that is not in use, or the list of
addresses i s exhausted.

If DHCP is not successful, it waits five mnutes before starting over
again. Once DHCP is successful, the autoconfigured Link-Local
address is given up. The Link-Local subnet, however, remains

confi gured.

Aut oconfiguration is only attenpted on a single interface at any
gi ven nmonent in tinme.

Mac OS X ensures that the connected interface with the highest
priority is associated with the Link-Local subnet. Packets addressed
to a Link-Local address are never sent to the default gateway, if one
is present. Link-1ocal addresses are always resolved on the |oca
segnent .

Mac OS X i npl ements nedi a sense where the hardware and driver support
it. Wen the network nedia indicates that it has been connected, the
aut oconfi gurati on process begins again, and attenpts to re-use the
previ ously assigned Link-Local address. Wen the network nedia

i ndicates that it has been di sconnected, the systemwaits four

seconds before de-configuring the Link-Local address and subnet. If
the connection is restored before that tine, the autoconfiguration
process begins again. |If the connection is not restored before that

time, the system chooses another interface to autoconfigure.

Mac OS X by default sends all outgoing unicast packets with a TTL of
255. Al nulticast and broadcast packets are also sent with a TTL of
255 if they have a source address in the 169. 254/ 16 prefix.

A.3. Mcrosoft Wndows 98/ 98SE

W ndows 98/ 98SE systens choose their |Pv4 Link-Local address on a
pseudo-random basis. The address selection algorithmis based on
conmputing a hash on the interface’s MAC address, so that a |arge
collection of hosts should obey the uniform probability distribution
i n choosing addresses within the 169. 254/ 16 address space. Deriving

Cheshire, et al. St andards Track [ Page 29]



RFC 3927 | Pv4 Link-Local May 2005

the initial |1Pv4 Link-Local address fromthe interface’s MAC address
al so ensures that systemnms rebooting will obtain the sane
aut oconfi gured address, unless a conflict is detected.

Wien in INIT state, the Wndows 98/ 98SE DHCP Client sends out a total
of 4 DHCPDI SCOVERs, with an inter-packet interval of 6 seconds. When
no response is received after all 4 packets (24 seconds), it wll

aut oconfi gure an address.

The autoconfigure retry count for Wndows 98/ 98SE systens is 10.
After trying 10 autoconfigured | Pv4 addresses, and finding all are
taken, the host will boot w thout an | Pv4 address.

Aut oconfi gured W ndows 98/ 98SE systens check for the presence of a
DHCP server every five mnutes. |f a DHCP server is found but
Wndows 98 is not successful in obtaining a new | ease, it keeps the
exi sting autoconfigured |Pv4 Link-Local address. |f Wndows 98/ 98SE
is successful at obtaining a new lease, it drops all existing
connections without warning. This nay cause users to | ose sessions

in progress. Once a new | ease is obtained, Wndows 98/ 98SE wi || not
al l ocate further connections using the autoconfigured |IPv4 Link-Local
addr ess.

W ndows 98/ 98SE systens with an | Pv4 Link-Local address do not send
packets addressed to an | Pv4 Link-Local address to the default
gateway if one is present; these addresses are always resolved on the
| ocal segment.

W ndows 98/ 98SE systens by default send all outgoing unicast packets
with a TTL of 128. TTL configuration is perfornmed by setting the

W ndows Registry Key
HKEY_LOCAL_MACHI NE\ SYSTEM Cur r ent Cont r ol Set\ Ser vi ces: \ Tcpi p\

Par amet ers\ Defaul t TTL of type REG DWORD to the appropriate val ue.
However, this default TTL will apply to all packets. Wile this
facility could be used to set the default TTL to 255, it cannot be
used to set the default TTL of |Pv4 Link-Local packets to one (1),
whil e allowi ng other packets to be sent with a TTL |arger than one.

W ndows 98/ 98SE systens do not inplenment nedia sense. This neans
that network connectivity issues (such as a | oose cable) may prevent
a systemfromcontacting the DHCP server, thereby causing it to

aut o-configure. Wen the connectivity problemis fixed (such as when
the cable is re-connected) the situation will not inmediately correct
itself. Since the systemw Il not sense the re-connection, it wll
remai n in autoconfigured node until an attenpt is nade to reach the
DHCP server.
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The DHCP server included with Wndows 98SE I nternet Connection
Sharing (1 CS) (a NAT inplenentation) allocates out of the 192.168/16
private address space by default.

However, it is possible to change the allocation prefix via a

regi stry key, and no checks are nmade to prevent allocation out of the
| Pv4 Link-Local prefix. Wen configured to do so, Wndows 98SE |ICS
will rewite packets fromthe |IPv4 Link-Local prefix and forward them
beyond the local link. Wndows 98SE |ICS does not automatically route
for the I Pv4 Link-Local prefix, so that hosts obtaining addresses via
DHCP cannot comuni cate wi th autoconfi gured-only devices.

O her home gateways exi st that allocate addresses out of the |IPv4
Li nk-Local prefix by default. Wndows 98/ 98SE systens can use a
169. 254/ 16 1 Pv4 Link-Local address as the source address when
comuni cating with non-Link-Local hosts. Wndows 98/ 98SE does not
support router solicitation/advertisenent. Wndows 98/ 98SE systens
will not autonmatically discover a default gateway when in

aut oconfi gured node.

A. 4. Wndows XP, 2000, and ME

The autoconfiguration behavi or of Wndows XP, Wndows 2000, and
W ndows ME systens is identical to Wndows 98/ 98SE except in the
foll ow ng respects:

Medi a Sense
Rout er Di scovery
Silent RIP

W ndows XP, 2000, and ME inplenent nedia sense. As soon as network
connectivity is detected, a DHCPREQUEST or DHCPDI SCOVER wi || be sent

on the interface. This neans that systens will imediately
transition out of autoconfigured nbde as soon as connectivity is
restored.

W ndows XP, 2000, and ME al so support router discovery, although it
is turned off by default. Wndows XP and 2000 al so support a RI P
listener. This neans that they may inadvertently discover a default
gateway while in autoconfigured node.

| CS on W ndows XP/ 2000/ ME behaves identically to Wndows 98SE with
respect to address allocation and NATi ng of Link-Local prefixes.
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